O'REILLY"

XS U—-TpI

TuRiNG JEERLSIIIE:

ARSI
Ennllﬂ I:ﬂFLEE

Deep Learning

from Scratch 2

(8] FARRaE &
REiFA %

B bl o E ARG



BAUSE

PE I REFIGHY - BRESLHE

15 « (A HREFRER

FE TR

ISBN : 978-7-115-54764-4

FBEIRER IR RARAR RITE TR, BEFHE , SRUBR.

BWRPERBTFBUEENAER , XL, FAMEUEAARE S FUEERABRNE.
ENBEMETEAEIHENRMNAIEE , SENLRERIPEIIRA,

ggim:g;ﬁﬁ BRUTH , FATTEEXTZ A PSR BB R T R ALK S E4IEHE , FETEEE
RIAERE.

091507240605ToBeReplacedWithUserId



HRARESEA

O'Reilly Media, Inc. /t43

\ Y '\l/\

FEF

P —

Hs

P\ B S AN

15 HERIRKE S

1.1 #=#0 Pythonfl1E =]

1.1.1 m=F0%6[

1.1.2 XTIV T, =]
113 | 1%

1.1.4 [ =NFAFEEEEFR
1.1.5 SRS
1.2 $REE AR B HETR

1.2.1 g% 3

1.3 FREE MR HIF ]

1.3.1  $RkeR¥K
1.3.2 S¥HBE

1.3.3 HEFUEN
1.34 tHE




1.3.6 ANERFH

1.4 {F R LK fiR R [a])
1.4.1 $25eK¥HRE

1.4.2 32 4R A SO

1.4.3 3| HEHKS

1.4.4 Trainer 2K

1.5.1 {VHEE

2.2 [A] Yia]ial#

2.2.1  WordNet

2.2.2 [A] X ia]ia] HLE (]
2.3 HF¥eA Tk
2.3.1  FHTF PythonfiER FEf TRt IR

2.3.2 18| N A FLERIR

233 & 21

2.3.4 HINFR[E

2.3.6 EANEAIRIHERF

2.4 ] 2D i
241 HEHEES

2.4.2 [

2.4.3 FTF SVDHEA
244 PTB MRS

2.4.5 FETF PTB ¥iESEHIFEM

2.5 /N




%33 word2vec

3.1 3 JEROARLE A
3.1.1 ] H A [A] #
3.1.2 3

3.1.3 XL 1Al K140

3.2 fa{Em word2vec

3.2.1 CBOWERIEHETH

3.2.2 CBOWHERIHES]

3.2.3  word2vecHIEM N KR
3.3 FIWURMMES

3.3.1 _FTFXHE#RE

3.3.2 #4¥°A one-hotsk/R

3.4 CBOW #&RYEKISCI

S fasd)

3.5  word2veci#hFEi A

3.5.1 CBOWiERIFIMEER

3.5.2 skip-gram #&#Y

3.5.3 T E 3]
3.6 /NE

F4E wordveci=iE W,
4.1 _word2vecB @

4.1.1 _Embedding=

4.1.2 Embedding EHSLIY

4.2  word2vect#HE®

4.2.1 B =2 ] 5] 6
4.2.2 B a el I 5

4.2.3 sigmoid pR¥AIAF X iR
4.2.4 ZHUR|" NI,
4.2.5 fatt

4.2.6 REEAREETIE




4.2.7 RS

4.3 3R word2vec RIS

4.3.1 CBOWERIESCIN,

4.3.2 CBOWEAY )% S (K

4.3.3 CBOWHERIHITEM

4.4 wor2vec IhEl

4.4.1  word2vecfI B4

5.1 ASERANNE S URY
5.1.1  HEERM A T word2vec

5.1.2 B &R
5.1.3 %% CBOWHERIB{EEZHERY ?

5.2 RNN
5.2.1 {EHKIRLTRL
5.2.2 1B

5.2.3 Backpropagation Through Time

5.2.4 Truncated BPTT

5.2.5 Truncated BPTT f4 mini-batch %3

5.3 RNNMISEE]

5.3.1 _RNN E#sLI

5.3.2 Time RNN B2

5.4 AMER = SeE]
5.4.1 RNNLMK£55&
5.4.2 Time EH5LI

5.5 RNNLME:EES F3FE4

5.5.1 RNNLM f5CE]
5.5.2 ESHERVETEH

5.5.3 RNNLMKZ ]S




5.5.4 RNNLM #] Trainer 2

5.6 /]\ME

% 63 Gated RNN

6.1 RNNf¥ a8

6.1.1 RNN HE ]

6.1.2 JHRH 3

6.1.4 SR IERIXT R
6.2 HBEEIHAH LSTM

6.2.1 LSTM B

6.2.2 LSTM Ef4EM

6.2.3 |

6.2.4 ]

6.2.5 FiCA7 8T,

6.2.6 HiA[]

6.2.7 LSTM HIABEEHIREN

6.3 LSTM ISR,

Time LSTM Ef53]

6.4 {FH LSTM EhiES1ERY
6.5 r—sE 8 RNNLM

6.5.1 LSTM EZ B,
6.5.2 FF DropoutiPhl[i &
6.53 MNEH=Z

6.5.4 RNNLM {33
6.5.5 HIAREEY

6.6 /N

$£73= HT RNN A
7.0 {FRESHETIA BT A
7.1.1 RNN Y 1

712 AN



7.1.3 LA A A
7.2 _seqg2seq t&#Y

7.2.1 _seq2seq HJFIH
7.2.2 [ B8 =35

7.2.3 oA EHIE
7.2.4 NiE¥GEE
7.3 seq2seq 1553

7.3.1 _Encoder

7.3.2 DecoderZ

7.3.3 Seq2seqzt

7.3.4 seq2seqEHY

74 seq2seq HIkit

741 REHIABIE (Reverse)
742 {5 (Peeky)

7.5 seq2seqiIVH

7.5.1 EPRALZZA

7.5.2 xS

7.5.3 BshE&iR
7.6 /g

£ 8% Attention
8.1 Attention HIZE#]

8.1.1 seq2seqfzfEH[a]t
8.1.2 “mhuzs gt

8.1.3 fi#hUzS i
8.1.4 A28 i
8.1.5 e i
8.2 i Attention H] seq2seqf{sKEN

8.2.1 #mRLZSASCIN
8.2.2 fiERIZSAISIIN
8.2.3 seq2seqi13:1],




8.3 AttentionfliFEM

8.3.1 ] 251

8.3.2 #+ Attention f{] seg2seq ¥

8.3.3 Attentionf{a {1k,

8.4 T Attention BEAhIE R
8.4.1 X[a] RNN

8.4.2 Attention EHIFHAAIE

8.4.3 seq2seq HIIREMWAN skip connection
8.5 Attention (I

8.5.1 GNMT

8.5.2 Transformer

8.5.3 NTM

8.6 /\E

iffsk A _sigmoid & f tanh pR%
A.1__sigmoideki#k

A.2 _tanh ¥k

A3 /N

fi% B 1247 WordNet

B.1 NLTK f&s

B.2 {#/ WordNet ¥£15[F] i
B.3  WordNet F1.88 7] X%

B.4 WordNet fE ARIAE
sk C GRU

C.1  GRU ##0

C.2 GRUHKITERE

Jain

L

%

=

Python #%

N Y
ST 24T
—~




word2vec fi%
RNN #5%

seq2seq A%
Attention #83%
HIMIRIZAEM RNN

fEﬁﬁﬁ /\”




hRANFEEA

© Turing Book/ Posts and Telecommunications Press, 2020.

Authorized translation of the Japanese edition of Deep Learning from Scratch 2
© 2018 Koki Saitoh, O'Reilly Japan, Inc.

This translation is published and sold by permission of O' Reilly Japan, Inc.,

the owner of all rights to publish and sell the same.

faT A SRR A B HEBFE.LE R4t Hi AR, 2020,

H Rk O'Reilly Japan, Inc. £k , 2018,

B3 ERRENF45% O'Reilly Japan, Inc. B3S4Y,

TR STRR A AR ANEH 45 2 RRARFISH E A BT & —— O'Reilly Japan, Inc. ¥ ],
WRAUTE |, RAFBEF , BRI A MET A UEATERES.



O'Reilly Media, Inc. /M

O'Reilly Media IS EIH, F&E. FELAMRS. WEMRMSWFAXEECHIMA. B 1978 &
FFi4 , O'Reilly —E#ERIEX BRI IIEEMHESNE, BERBANELTCIERE , MIKIIRE
RIEE RS ——E T AP RS SRR S X FHRBRN A, (EARARX
hIERS 5% , O'Reilly RARITH T XFAIFKMES . AEMABIEK.

O'Reilly AEREFFF RN R REGIER " ; QB —DELMEE (GNN) ; ALRT ZIaR

TR S |, WETIFRKEs G & ; QU517 Make 75 , M AA DIY 45

RERSEH ; e —MiBhBE ZMEAGEEES ANAT. OReilly FLWHIELERT

WRE BRARR M SHEITIR A L4 | RS TR A atE BAE . /EABR ATERER

SRR | O'Reilly AR BT RNMAZSAE BRVTENA ., TREETHHEY

gmgiiﬁ%ﬁ%ﬁ%ﬁﬁ , T—T O'Reilly K/ =f#B R IR T AR R SRR E——EE R
l; £,



WHIFS
“O'Reilly Radar §EEA L. ”

——Wired
“O'Reilly £fE—RS| (AFBUYRGAERT) FABERLTHEAZTHLSE. -
——DBusiness 2.0
“O'Reilly Conference R & X BARMMANLENT G,
——CRN
“—7% O'Reilly KIBHMAR—IFAH. Firg. FRFINEA. ~
——Irish Times

“Tim BAITREA , ABIRTRIGE, & ENRE , FAYISSHRE Yogi Berra
RIEEWEIT - IRIRERE LIBRIZRRO |, /N (25%) . EEREE , Tim S8 XE#bE
FT/NE , MEBJLAEE—NPHENS , REXRBAE. -

——Linux Journal



FEF

T CREFEIIAN - EF Python IR 5K BAKR , EBEFRERIR NS IR T 4

£, B TRREFIEERESAEPIMTNAE. MEIAPKS | EEE- B2 MU LI

REeglEm |, ERPAREIRAZ. " (“What I cannot create, I do not understand.”) X/a)iEEKIRAK

L, MXAREEFKARMENMEREFEFFPNERE. BXRIKFEEELBIARXAE—NM A « a0

%ﬁéﬁ{%ﬁ‘}%ﬁ—ﬁ:%’% , MBESTRER. XTFE—F%s , IR ERET RSN
ETAE,

APREL T BERIRS | (BRERN AIEARE : BIfERNAUETRHEMLEFEGIRFAE ,
MABRUNETEAHEMZIERESHIE, AN BEANAT Bim@EE. LSTM, seq2seq
Attention FERESHIEFEEZRREFEIBR,

LR, BARES AR —MRAERT AN, , iSRiEL, EXANEREFHE , BTSSR S
K. BRTREFIX—MTIOAZSI , EEETESF. ETAN, ETHHFFLINRIEA.
ABHRABRZ Y, FEHEE, NAERARAHTTCER—/ NS, SEEMRAEE M mit
THRERESLE  CFRNIESAKREH.

BIERIRUE | RZIEEIEDITMELEE R R X RIGENFE A, A, E8RFaER , RA
FIEKE" , BREEANER LA R, MAMREREZFLHIE, Al , 2B
FERER S NAEHERT  BESMERT HFEPIUREINRNRAT , PKREEFDE
AN, B BERREAR.

ABHFRFRA NI , FrAVRSE R mEX 2 PRER. Rfa , BTIXEKFER , £

PIERFAE—LEERSHR. WHEAEFEMIFEIE | BRIMNFESUE T B R X AT
PAEBANFEAR T EENBS 2 THUE .

Bl F 78

20204 2 AF Ll



ah
it

NBAGERIER) , TR BEIERE,
—HEERE

REFS IEERZ A XM R, ISHREFS] , FREFVHIESTIRAI, Web HISKESERE,
ICRMETNETTARE . FRTREFS] , HANTIR . BENSH. IRENB N EREINT
Equiﬁyi BRELRSY , UV FTAREHRAT REHEREFINGR. 4R , tRERREFS
T B2t f5 .

ABE REFIIAI - EF Python IR SRIL) HISHE , FOTBAERTERIEAM EITHSIRE
FIRMERBAR ., FAE , APEEIETERES LIEMNFEIRLE | #RAREFSIPEE T
%%*i;lgﬁ%o A, ABYAT B NFFFHERE IS | IbERFERNMERREFS RS
AN



FHHIEE

EFNA , BRNERREFS] (BEENSFEA) |, "NTTHAR"NERFEFER, N\T
st , BIENBCATRUERA AR R , ERENERIMNIIMDBIER T , KB
AR, ABYERMEELXHRIFERYKRERRESS) (MAZUFEERT) .

WEE , TRNEREMEA , 2ONVEEAZCFIRNOIIRAMIGEE. RAXBENTIHREZ2
REFS] , BIABNSWMERZ IR , BHTRE KK, XN RAL RN, BEEREN. &
o, EXEENPTE (REIHRNTERS) TEEFZXTRNEBBIAIE EXMREHE. 10
WHRISANA , SITERAEE, FEREMe. FARASHIFEEHE. o, RE
BHE , — SRR INEMN IR EASHRE .



HEABRESLEMHR

AEREREETREFIMNERNESLE, W52, BRAES AR IDTEYVIEERIBE
WHES IR, IETEYIERBAINRKES B—HFEENES , ANNIAFEER. Kbr
L, BAESMERARCERIBA T HKITKAE, Web 15K, Hl80%, EFZENHE | X
XPHEFR =4 T EARIMRRATEREE R T BRES LIERA,

WL, BAEECEBATERES LA, EXMUET , REFINSFEFER
A, SRR b IREFIIMAMBE T F5BAES AIENMRE, than , AL EnEMERE
METREFIRET BFRI.

FHRE LB AES L IEMN FFHBRLIE | KN BREFIINERETT , BRMHE word2vec,
RNN, LSTM, GRU, seq2seq #l Attention %, A4 RATaEH A REANE S SRR LER,
7jl§ , BT KRR IREENEE MR IER., Hoh , BIXE , KITEKFFRZEE1M0E

FPBNRELINAARRERESAE, 2B —H 85, ZIGREGIERRE—HF , WK
FraalRFr e, FEBRRBES | BB EMREBR , KRBRIHMRRINE, RBRXTR
2, BAUREFES) AR |, ARKXTERESAENEMER, BdXxRR  FEREER
NEEREFIRREERTT , FARKIENRNEEB L.



FHmEmE RS

AHR (REFSIAI - &T Python KRS MSE , RILBREIREC LSS T AIEN
WA, B2 , AR , 20% 1 ELES—THEmE. Fit, BEEELwE, AR
BHEMLEH Python FXHIANA , HATARREAH,

ATIEERFRNERREFS] , ABEBRARERIERS |, Ul s T AP ORINE#. ~ME
%Q%ﬁfi?ﬁﬂﬁ?ﬁﬁ , AERBECHERNARA , IMEREXHNIY , ZREREFSIMEA
EE AR R,

AT IAMABMEZENR  XEREBRANSEAES 20T,

RSN | NBTFIASIR RS SRR

fER GREEFSINIT : 2T Python HIBie S5 MSHE , BSEEAES AEAIRY
FPRAN TR AEIRR B ST R M TR
SRAKTTLUZ(TH Python IR , LLE#EES TR

R A A S AT R T8

BA RIS | (BB BT AT

BT , LAt LKA FIRESF ? T LR 2 01t AR 2%

F5h , FERAEBHAULZIRBAS 20T

ZT Python (3L A4RIE

RS Z IR BIR " RIN A

AT HER AR EK word2vec (CBOW #EAYFN skip-gram &)
AR A FASBHRAVIZRE Z K Negative Sampling

AMFRAT P8R RNN, LSTM 1 GRU

LIRAT PR IR Z= R 5 1£4%i% (Backpropagation Through Time)
BHTSUARAE B LK

B— D FEER R oA A— I R/ seq2seq

KEBZ(EEM Attention

AR UEBSER T NFARRX LA |, MEEERAERMEREETEN]. EHXLEAR
i, AP RSHRBIEER , MESGHEER—HRITRRA.



FHAEAAIEE
PAETBAM AROREOREE | 0tk XEBABFRBRONEIIRAT.

AN BREFIMKTOETA TR

At Caffe, TensorFlow 1 Chainer Z5/8 B2 {E B A A
NRAREFIE E AR

NS EEBIRR, BEIRAIFENFEIEERN (APFEXFERES L)

WERTA , ARRSREHTAERAT. B] A BLZE , EENXFENEMRABL
RIS EE B AR S A AR R RATTAROR.



ETHR

AR T Python 3 IRAES |, EF Al B O ahFRIrafTXLRAR, BidigAinE
ﬁ : g%ﬁﬁ SRR R |, ATAEBI B IE AR, AP AEIAIRAE AT UARLT M
HEFE;

https://www.ituring.com.cn/book/26781

NEZEATTEANAN FER TE L TEHADBRRE, F5, SAPRNEMERHKMIL , HETELTR
HEFARFRE" (https://www.ituring.com.cn/article/510370) 4b&EW, —REE

ARHBEEATTHASIUREFS . B, BT R REAERASNDE |, 82 NumPy
Matplotlib 3XBIA BG5S, EBIXBANE | Fli T ASButsRBUR EFS.

NumPy B FITHEVTERE, SERMT FZ BTAESREFHENGAE (5BF) MEES
. EABRREFSIKUF |, FiPERXLEEREHI TSN,

Matplotlib 2T EIKE, /4 Matplotlib , AT SKRRLERATAL, | LENBIMIARES
SIS, APREAXLE , RIREFINEIE.

HE , ABRERE SRR IS BT EAN LE1T , MERSEBRARLHE, B2  WEF
—H RS (FFRIRAIAEMNBENFS)) FRAFAENE., AT MRIXERFERHAEDRLLIE
RE , APIERATBEAE GPU _EafTrgAEs (HLF) . XREL— 44 CuPy MESILK

(CuPy £7£58 1 ENR) . MRIFE—EIEAE NVIDIA GPU LS , Bid %4 CuPy , ATAFE
GPU LS BRAMEARFHER A,

@ ABERN T RIBESHE,

Python 3
NumPy
Matplotlib
CuPy (mJ3k)


https://www.ituring.com.cn/book/2678
https://www.ituring.com.cn/article/510370

BRR

BARELLET Al IRMBHTRBIK A, S TE— AL EHIR A, U, RANE
RERER, BE , TRBASARE , £IFZARF , KRBMREIERMEFIN. BO3FH
iﬁfﬁ W EEENLR  HBRETEEHK. MPBPLKIEMNNE , EFETXETEREHREY)

TS ZIEER | TR L IR SIIREIE !



RRFM

APFERR XA TR,

HMIEF (Bold)

SRR AKARE, s BRARNERURREEE.

ZFF (Constant Width)

%%%ﬁ?ﬁﬁ%@u.hfﬁﬂ w4, FFY. HARoTHR. FEEm. A% XE. Bt
B, K%, 2B *\A T, A, R B 2% B, R, B4 S4NHES
XML #R%E MMLMK XHRIRNE . kEGSTHREN S, BEMMASI AT X
NS (AR, R %%%% , MWEFAZBHIFC.

ZLFHIKF (Constant Width Bold)

ARFRAFHMARGSRIAEE. ERARALH RO SE X ARC.
ZFWHMKT (Constant Width Italic)

FISRIFTRDITARAR A PR BRI F R,

FORIBARRBHR S E.

.\

RRFTRIZR, BRURFELERRATTRNBTHFITESE.

g\ FOREFEPHER bug BEE S RENEBFEEEE  sRIZENALRENE

=z
=
/Cno



EEENSEN

BREACERFRENMNABRANBHITTRESHIA | BEMARIALL A LIRSS
BB REMENFERHIRAAE, NRIRFERXLAE |, ERESA , KNERPEDES
KHBUE. SHEEER, HIREEAEFBERMEEITIREZIN, A BHETKIXAAFRNT.

¥ 44t O'Reilly Japan

B MR japan@oreilly.co.jp

ABRETALN T,

https://www.ituring.com.cn/book/2678

https://www.oreilly.co.jp/books/9784873118369 (HIE)

https://github.com/oreilly-japan/deep-learning-from-scratch-2
XF O'Reilly WHASE , ATRAVIE) FEK O'Reilly EWEE.

http://www.oreilly.com/ (Z&iE)

http://www.oreilly.co.jp/ (HVE)



mailto:japan@oreilly.co.jp
https://www.ituring.com.cn/book/2678
https://www.oreilly.co.jp/books/9784873118369
https://github.com/oreilly-japan/deep-learning-from-scratch-2
http://www.oreilly.com/
http://www.oreilly.co.jp/

BB

AT LS, BRI SKABR AR,

Di0
s
[=]



F1E HEMENRS]
F— I EAIENR— T | AR ERRE.
—— DB GTEHNER. RER)
ABR GREFINT : &F Python KETR S MSHE , it — SR NRRRES N
BEtE, ABAINIIE—AE  AEARANENER B ATFHR  BTREDT , RET
R ARFBA R BRI,

EFEBATRE S —THEMLE, RN , AEMYTHERRE. o, ABEMENRE ,
XYRIEF R ARBATERHT T B (bban , WiREMSBNGLETEF) . XTRX—R , 3]
WREREHTHHIA.



1.1 FFH PythonfiE S

RISk E S — T o, AARE , MEEME M T E NS, B ERRTIT
1. ST IR\ 2 BUSTHL | 3% B — 3+ FEARRZAN Python 1883 | 445 RT
NumPy Hf{E8,

1.1.1  mEMNLERE

FEMEMGEE | MEFERE (KEKE) BT, AT XLERBRTHRNEE , JgH
PREATAER.

HMNNmEFFA, MEERMNBEX/MAEKE, REJURTAFER—HNBTES &
Python SCEIAR ] ASMIE N —#E%04H. SUEARRY , SERERHER AR (KAkE) MBFEE.
&) EFNEEEA5IF 20 1-1 BT7R.

[
e

El)

1-1 A EMSERERIBITF

WA 1-1 iR , EFSERET] A R —4EAB M _HBARR. B, 75T |, ¥k FAm
EHRIHESIFRAAT (row) |, BEEAE _EXHESIFRAS (column) . Rt , B 1-1 FE5ERER]
PAFRA3 1T 2 FURISERE" |, 1843 x 2 B%ERE",

LJ K EMMEREY RE NV ARBIRES  MEKE.

mMER— MRS  FEERMM TR RAE. ME 1-2 FiR , —FMEEEESW _EHS)
(FImE) Wik, F—HMEMEKFEAME LA (THE) WA,

1
[3} (1 2 3)
3

1o} TR

1-2 HMERNRRAE

FERFREFIFAZAE , ME—REAYIMELE, R, ZERFIMEmA—HM , &
PRmEMENTHELE (BXBMLITRRTEE) . WH , ERFATERES M , 25
& Eﬁg FHEFR , DEENSENTR (F8) XATF. FERART , £/ x 3w XHK
FIRFRR.



& £ Python (SCHLAF , 7R M E(EATTRELIEIEAT , KM EBHATE AK
Frm LSRR, Phan , YABRTEMGE N K, BHAEAPRHK 1 < NV WiER.
B RESE— M RERREIT.

NE , FK1MER Python KSHEREISRAE R EMAERE. U4 , XERFE AL IEERERARAEE
NumPy,

>>> import numpy as np

>>> x = np.array([1, 2, 31)
>>> x.__class__ # #iHi%%
<class 'numpy.ndarray'>
>>> x.shape

3.)

>>> x.ndim
1

>>> W = np.array([[1, 2, 3], [4, 5, 6]1])
>>> W.shape

(2, 3)

>>> W.ndim

2

W _EFTR , ATRMER np.array() ATEAERB EERIERE., ATIASER NumPy L 4E%ZA 2
np.ndarray, np.ndarray 2B ZEERNAENLAITE. EEAGFHERT XHTE
shape #l1 ndim, shape FRIRZAHEAMTEIR , ndim FRRA4EE., M EEMKLERTTA , x B—44K
B, B—ANTEMCASHME ; MwE— P T4%AE , 2—12x3 (217331) H5ERE.

1.1.2 AR N ITAREE

BIEKIERFRESALH T M2 , EF BT —LEmazE. 8%k, KA
— TSN ITERKIEE". ER—T , “STNITERN" I Z element-wise”,

>>> W = np.array([[1, 2, 31, [4, 5, 611)
>>> X = np.array([[0, 1, 2], [3, 4, 511)
>>> W + X

array([ , 3, 51,

[ 1

[ 7, 9, 1111)
>>> W * X

array([[ 0, 2, 6],
[12, 20, 3011)

XESXT NumPy ZABEARITT +. * FBH, W , CEEXNNZAMATHKITERE (J07) #
TR, XHE NumPy A RIS N TTRINEE.

113 4%

#E NUmPy SRS | PR R RMBEAZ R ITRUHTEY | b I,
>>> A = np.array([[1, 2], [3, 4]1])

>>> A * 10

array([[10, 20],
[30, 4011)

XMTER— 2 x 2 fO%EFE A SRRAARE 10, BEAS , 20& 1-3 Fi7R , A58 10 ey R 2% 2
R%ERE , Z EBHTX N TRINEHE . XA RTIMINEEFRAS #& (broadcast) .



L | 2 * 10 —_ 1] 2 * 10 _— 1|20

1-3 JEBHNEIF 1 : 7R 10 BALIEA 2 x 2 f%ERE
TEBER T HBHNFIF.

>>> A = np.array([[1, 21, [3, 411)

>>> b = np.array([10, 20])
>>> A * p
array([[10, 401,

[30, 8011)
FEXMTESF , & 1-4 FUR , —4E8EH b RIS BT S48 A HRIMIK.

112 e I{J|21I — 1|2 3 10 ] 20 = 10 40

3 1 3 1 30| 50

1-4  JHEHBIT 2
BIXHE , B0 NumPy BT HEZhRE , FTART A REBIT AR EITE R AR 2 [RIRE 3.

J&L HT{E NumPy IS B ThAEAE S , SAAMTER BEHE LN, ETF %K
VEARALR |, ESEZ 30k [1].

1.1.4 REATFAFSEREFRFA

¥BE , KIRE—TRERNFAANAEERIMAEXANS. 8%, RERNFATAERRA

e 1 B e e (1.1)
sEmgE T = T gy = (e e ARE, R =k (1.1) BioR , @

BN/ EX N ITRHMFRIAZ .,

N B T A A AR L, MR RN
A1 AP EEEIRE R ENOAENRE 1. k2 AR TR
 UPSARA -1,

TEBRE—THEMERA. SRR URRE 1-5 IR RITE.



5] 6 19 22
7 8 13 50
3x5+4x7

1-5 SERERFRTE A

AR 1-5 Fi7R , SERESRFRIBIE "AMSERENITEE (KFAm) "M AUERRNSIEE (EES
@) "KANAR (MR ITRMFRZM) iTEGH, W WWEERREENEMANN N TET.
pean . AR5 14780 B (9565 1 SIRERRFES 1175 1 30T R , AR 217/ B ¥
%1 FINERRFESE 2175 1 JIKTTHET.

WAE , FAA Python SCHl—T R ERFAMIERERFA, AL, ATAFIA np.dot ().

# mENR

>>> a = np.array([1, 2, 3])
>>> b np.array([4, 5, 6])
>>> np.dot(a, b)

32

# SEpEFEAR
>>> A = np.array([[1, 2], [3, 4]11)
>>> B = np.array([[5, 6], [7, 811)
>>> np.dot(A, B)
array([[19, 22],

[43, 5011)

WN_EFT7R , mERNFRMAERERFAGEMEA T np.dot(). 4 np.dot(x, y) KSEHEDRE 4
B, (TEmENT. USERE ZAEEAR | THE RN,

[T IXEEFK np.dot () Fiksh , NumPy iH1RZ HABMTRFETEEEA TR, RAE
PEREREXLT IR | MRS IR,

b

ZEIR NumPy , SKFRINF4HI 25BN, Ebin , “100 numpy exercises” hfER T
100 i& NumPy B4k 8, BNRAFAEFAZE NumPy 248 | wEHki— .

1.1.5 SEEREREE
EFEREENRERITEST  REEN— S MEEEECIINER. X8 , RINBEEHEEHNE

K, BRE—THEMERA. RSN AT THEERANITELSE , I ERINTEE QRIER]
1-6 FIRH TEREE" E.



Hetk: Ix2 2x4 x4

1-6 BRRE : ZEHRAT , RESNARRNTRIME—H

B 1-6 R T BT 3 x 2 (5ERE A # 2 x 4 5ERE B A/ 3 x 4 f5ERE C oRBl. BUES , 40
AEFTR , TEXFERE A M5 B RS NVARNITTRER M. (EATTESRNER C MK
A T8 B RIEER. XHEEMRNEREE.

S SRR ED | IEEAEENENOTIREEUNEREEFFER., L, &
L2 MR B SREL AT A IRA 2t T



1.2 FREMLEHHEE

MAFKNFHAZ SIFREMLE , FREMLR R B TR AT DAY A SIFIHEE RS . A ElSe
ZME MR RITRE |, MAEMGRFESSE TN TP,

1.2.1 HERMERHIENS5RE

A A , FREERERLE — D ERSL. ERBUE R FE L N N S L AR AR | SULARTR) |
LR AR A\ ARG

BABIF , BAREISMAZALUIE. Wit —HPIRNRE. AT ERAEMEHTII , FF
ERMANEAES 2 MHRETT , B EES 3 MET. Ae , #ZREBEZE (TRE) BmEaTH
250, XEEANKE 4 MPETT, XH—k , FITRFEME R LAERE 1-7,

MNE IRE= W=

1-7 FREMLEEGIT

R 175, BOFTRMETT , BETAFRENKNER, WA, 725K EANE | XA EXS
WAL THE S AIARTE , KA (Pt BETRUERBTHRERNE) EAT— M HETHN
BN, B, HEHEEMN E— P AZH—ERHETEIBNE R , XNEBHRAEE. RAME
MBI TT 2 [RAIEBAFFE AT KRN AESE | BTAE 1-7 s AR TR S miss .

LJ B 1-7 MR —HBE 3 E , BERNENEKXIF LR 2 B , A BT RIXFRAAER
LKHRN 2 BN, AR 1-7 WNER 3 BEMR , FIABRXEIRZ X 3 BHEN
%

TEEANEER R FRE 1-7 MM ST, XA (71, 72) R\ ZM%0E , B
W11 F W12 FRAE | B D1 SORRE, xRk | B 1-7 PRGNS 1 AR TTRETIAN
THITTE -

.Ir.ll = Trqiy] — Il +— EJl I:l.ﬂ)

= (1.2) Bk, [RRENFLTTERTMAMTEL RN, 25, WENEMMRERE , RIE
LT, ERHTANREIR (1.2) BITE | XEERRT UK E BB IR Z 4 TTHI(E.

WNENEEEPA TAF , XD TARRIMN CAME TARCN 11 3012 %) HARRER , RN
LT RELMAFITER , FETUBFEMARIABMEITE, KRt , ET2EZENZR
ATRAIE S S e ARLN Tt TR

Wl Wz Wy Wy

(hy, ho, iy, hy) = (21, 15) (“"“ Wiz s “"“)—lzbl:bz:ba:bﬂ (1.3)



X2, s TR (s, ho hy, ha) g 1 <4 posERE (SRETE)
Foh AR (T1.T2) | XBE—A 1 x 2 fr4ERE. BE , WNER 2 x 4 (056HE , RER 1 x4 1
5ERE. SRE—sk | 2t (1.3) AT FEHT R -

h=xW +b (1.4)

XE MAR x , BRENHETE b, NER W , FER b, SLHIIEME. i, B2
(1.4) BVFERETFEAR | ATAREEAT T 401E] 1-8 FvRmAT .

Rtk 1x2 2x4 1x4
—3

1-8 BRRE : HANAERNTRIME—B (BREE)

AN 1-8 BUR , FEAERESRART |, REXMARKTR M. B HRXHMRAERERAK | 7]
AFAZ e B A IER.

LJ FERMERIAVTET , BERREFREERR, L, TNt ER S (ERL
FRMTERERAL) .

XE—K , BATAI AR AR BT ESERENATR. AT, XBUH TR RE
BEAREE (MASIE) o EREMRUE , BRI S EAAREIRE (FRA mini-batch |, /)
fE) SHTHIEMES], R, TG AMEBEABIRRFERRE © ME1TH, BEER N £
FEARURIER mini-batch 2R4LE | SEFEFAER , HABINE 1-9 FTR.

Tk Nx?2 2x4 Nx4

1-9 BREZE : mini-batch [RNSERERIA (BBREE)

2N 1-9 B , RIBTERIGE , AT4N4 mini-batch SIEABIEHT T &k, WA , NV SRR
BIRKBRSEEEHTTHR | [BREN N ML TTHEERITEL Sk, WAE , Z{1H Python B
mini-batch R &EHEETH.

>>> import numpy as np

>>> W1 = np.random.randn(2, 4) # &
>>> b1 = np.random.randn(4) # RE
>>> x = np.random.randn(10, 2) # A
>>> h = npp.dot(x, W1) + b1

EXMFIFF , 10 EHABIES AIBSIEEEH TSR, W, x 58 1 MBS N TREH
AR, bhan , x[01 2% 0 EMALIE , x[11 2% 1 EWMALUE..... 2500 , h[o] 2% 0 £¥



TREBSRUERIARETT , h(1] 2% 1 EXRENIRRERALETT , ULSSHE,

& £ EERARRT | (RE b1 KINEEELMAT EINBE. b1 KIERE (4.) , BEEH
BaEH , T (10, 4) KK,

LEEREATHREAMTS, BUERBR T E AN HHR. A& |, FRIELRMRIRIER
W, TRUESRE MG RIS, BUERBERST , XEIRIMERAI (1.5) i sigmoid BKiEX
(sigmoid function) :
1
(1) = (1.1
olz) 1 + expl—r) (1.1)

BN& 1-10 Fi7x , sigmoid E¥E S FERh%Z.

0.4 4

1-10 sigmoid ER¥UIEHR

sigmoid BRFIEWEE K/NKSREL , it 0 ~ 1 )S¥h, IAEFK(1H Python SESHLX A
sigmoid K%K,

def sigmoid(x):
return 1 / (1 + np.exp(-x))

R (1.5) MEHXH , MZIZEE AR . IAE , FOVERXA sigmoid BB, kAT#H
WA BB Rl = AR TT .

>>> a = sigmoid(h)

T sigmoid ER¥K , ATRLHTIREMAE R, AR, BRAS—2ERERE X MIER N

fid a (FRCH activation) . X2 , RAREUESR 4 MHETT , W ER 3 MAETT , T2
R B RNRERERTBR IR E AR 4 x 3, XM ARG HL ZRMETT, D ERER
LM s, TAAKAIM Python HX—BRAELMT.

import numpy as np

def sigmoid(x):



return 1 / (1 + np.exp(-x))

X = np.random.randn(10, 2)

W1 = np.random.randn(2, 4)
b1 = np.random.randn(4)
W2 = np.random.randn(4, 3)
b2 = np.random.randn(3)
h np.dot(x, W1) + b1

a
S

X2, x WERE (10, 2), TR 10 ETHABIRALAT 14 mini-batch, &AL s KFE
WE (10, 3), B, XEMKE 10 EFIE—RELIET , SERUBEHTH AT Z45E.

RS IR T = 4R, E , EREANEERE , TSR 3 2R, EXFMER
T, W= BRE MR T RN G0 (5 1 DMRETTES 1 1KH, 52 1M
ZTTRHE 2 MKA.) o ERERITHEE , SRR ZHETHRAE , BSAHET N
HIZEAWEALER.

sigmoid(h)
np.dot(a, W2) + b2

LJ FABTEMERZAINE, [SOES | XMRETT AR REERNMES. JFmK
MN&FE , BB Softmax K%L , ATRURIFHEE.

A_E R R AR PR HHRERY OSREL. $ET 3k, FATEA Python (28 | KX LEAMESTHL MR,
122 RNIARIEREEHISEL

A , FRIVEHEME R THRNIESINAE ., XEREEENTISILA Affine 2, %
sigmoid BRI SSINA Sigmoid 2., FKAL1EEZINA AR YT JU A 4Rsid 45 51 35 # |
Fﬁlfi\ﬁﬁj\] Affine B, F4h , H&ANEKILAH Python 28 | B FERAI I AZEH forward()
AiE.

S PR ML FOHETE AT A THOAL AR 2 TR WA R IE R EHE. PR B , IEmEREEMN
MANZZE RRER, TR, MR R S = WA B 77 ) 1R R s 4k 1L
R. ZRBEMNKITHEMERFS]) , PIRIRSIEE EEE RN EFRRE BBE) |
FrAFR A RIA{EHE.

FEMBEPHRFEANER | BAPEHSELA Python |28, BIEXFRRY, | ATUGHER RS
FAKR—HMERLE . ABERILXLZEN |, HIE AT,

* FIBMZEHEE forward() F17AH backward() Ak
* FTBEKZEA params I grads S E

A RRIA—TXMESMTE. B4 , forward() 737EM backward() FT7EN RN IEMAEHER K
B 1%k, HIX , params FRASIRRENENRESZSH (SWATEAZD | FTIUARSIRMR

#7) . grads D5 params FRIZMINHER , ERIIRAFENSHIBE (FRd) . X5
EATBRRLALT.

m BE_EARRIEATE , RBE LXSFEW. KNEASHAN T AT EEXFERI
o, AR EREHM,
RAXE R RBIEAERE , FTAFRAUSERBBATTFRHRUN TR : —2EEFP I forward()
% Z RS EEIEEHIAE params ., FRNE T XEAABLATERINE |, B 453
Sigmoid E , Z0FFI7R (<7 cho1/forward_net.py) .



import numpy as np

class Sigmoid:
def __init__ (self):
self.params = []

def forward(self, x):
return 1 / (1 + np.exp(-x))

N_EFT7R | sigmoid EREE SKI A — N2, FEAHANE SINA forward(x) ik, X8 , EA
Sigmoid BB FTEFIINSE , FTAFERTIIRKVIIAWSKLBIZ R parans, TH , KiHEE
kB —T21EHEE Affine EESEL , 20 FFZR (5 chot1/forward_net.py) .

class Affine:
def __init_ (self, W, b):
self.params = [W, b]

def forward(self, x):
W, b = self.params
out = np.dot(x, W) + b
return out

Affine EIEVIIAW MM ENRE. A , Affine ERSRENEIRE (7EH2 MR
SE, XA SHEEERHEER) o B, FMERSIFREIMN S IR TFERBIZE params
., RfE , KHLET forward(x) HIIEMEREMIALIE,

LJ IRIEABRIAIEATE , TARESHETRAKHIZE parans PREFRFINSH.
B, AR B NG N2 S WIEE— , SENEIRE. EXHTFRESH
MR XTERS.

Iﬂ;;?(f , FAVE A LIS RSN MR A HERANE X B SINANE] 1-11 BRI LK)
FREZPNLE

X Affine Sigmoid Affine 5’

1-11 ESHREEMLE K ELEH
NE 1-11 fios , Wi\ X 2/ Affine £, Sigmoid = Affine EfEMEE49 S, &KITExA
TR ST A4 A TwoLayerNet BIZS | i FHEIRAMESCHLA predict(x) Ak,
L;’ ZAT, HAERERRHEMEE | FHAKNERE 1-7 BN HETHA HNE., 5
HARST , B 1-11 2“2 A"HE.

TwoLayerNet {XEBAN R AT/R ( = cho1/forward_net.py) .



class TwolLayerNet:
def __init_ (self, input_size, hidden_size, output_size):
I, H, 0 = input_size, hidden_size, output_size

# PAUARENRE

W1 = np.random.randn(I, H)
b1 = np.random.randn(H)
W2 = np.random.randn(H, 0)
b2 = np.random.randn(0)

# £E

self.layers = [
Affine(W1, b1),
Sigmoid(),
Affine(W2, b2)

]

# BB ERERF|RT

self.params = []

for layer in self.layers:
self.params += layer.params

def predict(self, x):
for layer in self.layers:
x = layer.forward(x)
return x

FEXNHENPANTTIET |, BEMNNERTIAL , £H3PE. AF , BEFEIINNES L
— S RIFFE params 3IFRF, XB , HAZNEHKPIZE params FERSF TS5, FilA
AFERCNPHEIERAIA, XHE—k , TwoLayerNet f] params ZXEFFREF T FIAKFIS
W, GxH, BT SHEREEE—ANFRT |, AT MRRAMEH TS BN EHARTF .

B, Python FRRIRAER + EEAFEHATS IR Z BIMPHE. THERE—MESRK5IT.

>>> a = [IAII |B|]
>>> g += ['C', 'D']
>>> 3

['A', IBI, 'C', |D|]

AR, Bk RIINERESIRPHET 25k, £ LA TwoLayerNet FISRELA |, BI¥
B EH params FIRMIEESR , NTTELEFI S W T —FxP ., TE , FKIMER
TwolLayerNet ZEFH{ TR RLE IFEFE ,

X = np.random.randn(10, 2)
model = TwolLayerNet(2, 4, 3)
s = model.predict(x)

XA ORI ABHRE x 9155 s 7. X, BRSNS |, T URISELEN

iﬁ%%ﬁl‘ , AAEFINSHWICELE model . params F , FiAZ [RSHTHHEMLKKF SIS EM
EoEZB



1.3 HEMLERFES]

APHTIHEMRIZES] | BRI FHOHEE". B, BAKNRER , BT, RRHBF

RFINFNSBSTHE. MBHEE | MEXN LN L LKH15 LK% 0 ML H EEHES.

MAERLERKF SIS B FHRRMS . AT TR S,

1.3.1 HKeR¥

FEFRE A ST |, AT MIEFIIBHTSM , FE—ATERR, X MERBE FRoAHK
(loss) . #KTERFIM B EAN A QAR MR MERE. BT REHIE (FSINEBERSH

IR AR ) AR TSR | BIERRESREEANRE (B—E) TRk , 152

HIFLE TR .

ﬁjﬁ%lﬂ%ﬂ‘ﬁﬁ?&%ﬁﬁﬁﬁiﬁﬁ (loss function) ., BHTZ 3RS LML B T 15 FA3E

RZ (cross entropy error) {ERFRIRER. HAT , 32 MR ZEBRHLMLEH K& 2508
MEZR AN W BARESKAS,

WIE , HAIPRK—F 2T —EEHRPOA MR ME L, XE , {14 Softmax EH0
Cross Entropy Error EFTRMNZEIMLZESH, A Softmax ZE3K Softmax eR¥i{E , B Cross
Entropy Error Bk MR ZE. MRET"EMA KL HKIMLELER , WZNE 1-12 FiR,

112 ERT BRI LML I RETH

EE 1127, X BEASEE , t BWEBHRE , L 2%k, WA, Softmax ZRMH B |
R AN W B AR\ Cross Entropy Error |2,

THE , FANERNANAB—T Softmax KA MR E, B, Softmax BRI TRFER

exp(sg) A
{fﬂ:”l—‘u IlJ_.LrJ_]]

> expl(si)
E': 1

=X (1.6) BUid BIA n MK, IHESE kb AMaids Yk B, XA Yk BYRT5E kA5
i Softmax eR¥AIHILh . 203\ (1.6) FT7R , Softmax eREHIN T 155 Sk KTs¥ektk , H &2
M NS SHITEEeREHIAN,



Softmax ¥ &N TTRE 0.0 ~ 1.0 K. HSh , WRFXLTHRLARMIER , NFIH
1. Bt , Softmax Wit ATARMRR MR, 2J5 , I MERSEIMAZIRE. i, £X
MR ZER B PR

L=-— Z t log yy. (1.7)
I[|'

X2, U BRI T kA EJEERE. log RUMBIRE e JIRIIXIE (A , X
ian 10%,) | womRaEll one-hot mB RS , b t = (0,0,1)

LJ one-hot IZEE—NTTHEN 1, HthTtRZAN 0 MWME. FEATE 1 XNV IEMRHRIZE ,
FTAEK (1.7) SRR _E R BT B IERGARARZSH 1 TR FTXS B A% i B A% T %K (1og).

54, FEEFET mini-batch AAEHIERT , ZXUMRET A TRFRR
1

L = _¥Zztnk lljgﬁfﬂ&' “-8]
B i k

XEBREIEE N £, nk KRB n EIRNE b BTHENE , Unk RREZME L
Enk FRRSBHRE.
RN (1.8) FELEEXAUE R , AXRERFRRNAEHIENIRKRBNN (1.7) T RBEIT N E5IEN

150, A (1.8) R NV, ATRUCR B EBURITFINHRK, BRI FHMN , TTe mini-batch
IR/ NG, EBAALR AT IARRAT —ZRATEAR.

ABREITE Softmax BREFIAE SURR Z KBS A Softmax with Loss B (BT EBA XA
B, RAEFRMITESATRES) . Bl , FIMERERE BB E 1-13 BB .

Softmax

% Affine Sigmoid Affine with L

Liss

1-13 {#H Softmax with Loss E#iti#is%k
W& 1-13 Fizr , &<H{FF Softmax with Loss 2. XBIR{ TGS STINANRER |, {LAL7E

common/layers.py 1 , BNBHNEERNSE, WoHh , g1t CREFEIIA] - ET Python
IS 5SCHL) B 4.2 TRMIEANEET Softmax with Loss 2,

1.3.2 FYNBE



FEMERF SR E R IKEHR RTINS, W, SBABEFEER. XEBIKRE
BRI — TSR,

- dy  dy
W7 BeE—rEsm Y = F(2),) W ¥ £F r S8th &r, X & MEREELE
B, BRSEE , LR T BN (R | N TR BHA S Y KR AR
ik

2 dy _ 9.
benER Y = T, ROWT ORISR | B O — 27, XA SBIERER & AL
WHRRE, SRk , N 1-14 R , TAB M TR

H1-14 U = T QSBER - ERAMEIE

18 1145, KITRT (T » F—AEENSH  HRARTURATSAER (ST8) K
%ﬁ1o@&ﬁ&ﬁif;ﬁm?JﬂPL%ﬁ%,m%mio%N,L%Fhme%i¢
i

TE) NSBTUEM 0T, B, AT RCRETm BRHAMTRNSE , R HE8
T

TR E X L3, SIZ A ERBNENEERGHNSBHRNES . R PEERIGENE , £1
FIERAERT |, S—ER" S —R. —FFE

L (SL 0L L)

dx

LT (1.9
dry drg’ Cdr, (1.9)

BXHE , BRTREENTENSHEIIE i , HMSETHBE (gradient) .

Bl | AEREET IR E—RERAREE. (B8 W 2—4 m x n posare , migsg L = 9(W)
IR AT TR -

oL (L
I}L Al 11 dn L
;W = : (1.10]
i

Al AL
AW W om




X (1.10) R, LXTFTW ﬂ??ﬁﬂugﬁiﬁﬁi (MERI | REFEAOAREERE L an AT
(

R) . XEWESE W OW AgHANER. FIRERRESEREHERBR XM
BU, ARSI TSR ERTMEE AN (Jaid) MK,

E TR, AP BE —IRSBEPRBE ERRN. B REE R
TRTRENTH. MEREFIMWK , —RIUBSE KT HRENKER S, FRA"EE

i3

1.3.3 HXiEN

FIMBREMNE L E LI BIRESmEIR. FEBNERFINE KR TE NS
E. RERFRTENNBE , o] MERXLBEH TSHER. BA , HERMENBEEAK
e ? X4 E RER MERIEL S T .

IR E R RAR KB R HEVER, #EUANIZ E SRSk FIEN) , HPESRHMERS
RS R BRI 2

e Biskegeistan), xBzmy = f0) 52 = g(y) smaags, o) g
T, BRAREE » BRARBGTETE. M 2 2T ¢ SBE TR -

i1z dz dy o
— == 1.11
dr  dydr I“ )

= (1.11) iR L 2 £F = S v = flo) gewm = = 9ly) gemrmske , sue
BERERN], SERENMEEZ AT |, TRRNEAENEME S E2 (TLEA T S E
M), FATMURIECIIS BN SHCERE ARMMS I, MHEN , RESITE & RN
S | FEEET TR E SRR S AL,

E! TRUAR RS ZHEZ N R E AR, REREEE RS T AEERIENR
KIRF LRI (P ) IR,
1.34 HEHE

T, EATEOIRERMEEE. ASFELZET , R THE |, BAERNMA—TIHEREIK
HXRAE. TERZTEIRNEERR. B 1-15 FURAatEERK—6F.

o]

Y

E115 2 =T + Y gt



2N 1-15 FoR , WWHEIES T aMsikokRoR, X8, vRopiE , A& o MY BEERER
kL, X, EHEET , ATRERTE  MFEREF (ROIFENERIR) Rsh. X
BT RRIKIER (£,

ERVTERE , ATAEIMIEETEER, B, SR DEIBREEE, XEERNE , #$E
IBSIEREHEMRMAEERE | XA RFm REER N RE &,

XEFESRA—TREEENLR. BRARMNBENE ~ = ¥ T Y X8, BRIEXIHHE

MAlfE  EFERMNEMTE (K 1-16) . B4, RRRAHENENRE L (TEHEML%
RFESINE , THERNRLHHZHK , EE—HE) .

TR

]

i L

Yy

)

1-16  METRAREATE H—H5S

EMWBHRER L XTEANLENTH (BE) . ZH—k , TEER R EH AT LB
& 1-17,

KRN

aL .

i "5 | H—"Fl' ’!;'?

y ar a5

oL
g S by
KRt

E1-17 TEERNRRERE

B 1-17 FiR , RIAEEFALZERMEETIRR E'ﬁ“‘ﬁ%ﬂ‘]??‘u‘ﬁ‘)ﬂ%ﬁﬂ‘]{%i BEBS , (EHR (A
{
RIERANME L XTEATENGH. EXMIFHR , XF 2 MSWE 02, XFrflm




oL JL
swaRe Or f1 0y,

B RERENEIZT . ARIERIA S SIRERIER , RS BN S E R ARIE M L
R 1£5RM SBANE/NEET ARSI RGN, it , 75 EEKEIF+
OL de~dL_dL@;

Or EE iy GE dy

)z
i%fi , BRAVEAIE = = T + Y IAETFINED SHSE. A, SRR RS O
)z
— -1
dy H , 20 1-18 Fi7R , MET ol _EIHERERDL 1, B X ER T EHk.
m'ﬁumﬁﬁ AR REFHE M _EHERNBSE L K.

o]
A

Y e

1-18 MFTRMEMEE (£8) MRAEE (AE)

BXtE , THEEIRORTITEERE. B, BEWRREEEOBEERTRE) , TR
i R A E R HES T AL

EMBRITERMZET T, B%TJZE%E'JE‘]HD?%%%Z% , BBRZEMKEET R, TH,
KT —Eﬂ./\ﬁﬁzE‘]L%iﬂ

1.3.41 FEHEHR

= i)z
=T

TR RE T = T X U RN, N SRS B0z R0y &
B, A0 110 BTR , TE 5 AR )RR AR L SRR T DL ¥4 1 ) (I s )\ B

JRRYE".

Y oz



1-19 REFTRMEREE (£8) MREEE (GE)

F4h , FERBTALERILET SRFOET SMAAT | FT AR TR, BR , MY
RTFate , wTNESTE (M. MHNKE) . YKSRIMETA (WERATA)
B, AT ERERNEAN TR, WREY AT T |, KEMNE TR T EALT
ST LRI

1342 HFHX

E 1-20 Fi7R , DX T REFAINTR.

1-20 SITTRMIEMEE (£8) MRAEE (G8)

PR, XN RIFZETR , REWIRS IS, Wi, MENERESIFHSX. it , 5
XTRUHRARH TR, & 1-20 iR , ERREEEZ LR M.

1.3.4.3 Repeat i/

AXTREWNTAXI , BHARY BA N M (RBIA) |, XEBEHRKH Repeat Tim. M , K
MNE=X AT EREL S — Repeat T (E 1-21) .

Repeat ‘.\-_

"_ H-.‘]:HIT | [ ‘\,



121 Repeat HAMEM{EHE (LH) MRmE (TE)

N 1-21 PR, ZAEIFHRREKEA D BEAEHIT N 4. BAXA Repeat TR o] ARLA
NASTHR , AR REEHTUET NV MEERENKYE |, 2R,

>>> import numpy as np
>>D, N=8, 7

>>> x = np.random.randn(1, D) # Hi\

>>> y = np.repeat(x, N, axis=0) # 1FA{ERE
>>> dy = np.random.randn(N, D) # RRAIBEE
>>> dx = np.sum(dy, axis=0, keepdims=True) # R[E{E#%

X np.repeat() AIAFHTILENES]. LHMGIFFIEEEI N XEE x, BIIETE

axis , AJAFEREIEMPAN RS, FARMEENZTESM , FTMER NumPy ) sun() 7
5. W, BIIFERE axis SKIEEXIWPAFHSKA. FHoh , WITHETE keepdims=True , AJRALERF—
AR, FEEMAIBIFF , & keepdims=True B , np.sun() EERMIBRE (1, D) 5 4
keepdims=False B , FE4RZE (D,).

\

1.3.44 SumT R

NumPy fI RSB HIEERITER. XATRUBT Repeat i sk KR,

Sum REBARNMET R, XEZEX—A N x D sEeRinss 0 Mk, B, Sum
T REIE RSB R E{E &N E 1-22 FiR.

D

N Sum

Sum df—

‘%
=
122 sum FANEAE (LE) MRmEE (TE)

2R 1-22 Fi7R , Sum T QR EER LIRS E N BECRIFTE Tk £, XRMET REK
ﬁﬂf#ﬁﬂ‘]ﬁ%ﬂ*ﬁo T , # Repeat TR —#F , BATHRBER—T Sum T REISKHLIRAD | 40
TRTR.

>>> import numpy as np

>> D, N=28, 7

>>> x = np.random.randn(N, D) # M\
>>> y = np.sum(x, axis=0, keepdims=True) # IEM@1{&H%



np.random.randn(1, D) # RIRABEE
np.repeat(dy, N, axis=0) # Rk

>>> dy

>>> dx

W_EFR , Sum T RENIEMERIET np.sum() AIEKEL , REMEREBET np.repeat() ATASR
., HBOE , Sum s F Repeat T RFATE KR, FHBEMAR , £ Sum T miIERm
£ YT Repeat TR RAMERE , Sum 1T R R EEEAE YL T Repeat T RNIEMEHE.

1.3.4.5 MatMul 3

APEAEFERFAFR A MatMul F7 5, MatMul 2 Matrix Multiply f4EE ., B MatMul 37 g
RIEEREHMBLE 2, IAXBERNCHIT—RERNA |, B ITENRMER.

AT MatMul 75, i1k Y = oW siNite, 8, . W, YRERSRIL
Il xD DxH, 1xH (&1-23)

Ey
(1= H)

Y
D H Mathul

1-23  MatMul FTRIER %% : SERFREK BREE R LTy

JL
B STMURINTARREXTF @ w0 i A ARG O,
JL OL dy; .
Rl 1.2
dr; E chy; O (12)
(L

= (1.12) 9 OTi FORBUARRE |, BN T RAEMUMOTLE | L AESAREN L, MR
A T, NWEE YA TRBSREL K. B, BAYNENITRERELN , FillR

OL
L AR, El I TiE] L ssUANRBEA S | TIRE 07,
Wiy
3 (1.12) (AT — ., FIA O Y BHAAR (1.12)
dL OL dy; oL |, o
— =) —=I= 1.13
r; ; chy; O Z r}gj I‘ )
OL dL

iﬁmﬂaﬂﬂ,ﬂwmm%ﬂyﬂnvm%aﬁm%mmﬂxﬁoMﬁ¢%§ﬂu%mT
I\ .



f}—L = f}—LwT (1.14)
dx  dy

oL
Mzt (1.14) FoR , O TTEERRFA—GRE. X2, W I T RREEmE. w2 (1.14) 3
TS | LERE 1-24 FToR.

oL o oL w;"[’

Oz iy

iz 1xD 1 xH HxD

1-24 SEREFRFNEREE

AP 1-24 FTR | SERETRAORAERERM. Bt , TTRVERARS (1.14) BT ERERMM. R
HATTURIHRFIFE ChTASTREN) kol KA G Eaest (BESH) . HT 8
BRI , BB RAERERAITE ¥ = W | Rit |, Xk & mini-batch 4088
BE T PRET NESE. Wi, . W, URBRAE N x D. D x H. N x H
, REMEEATEENE 1-25 FR.

oy

"-

1-25 MatMul TR RAEE

oL oL oL
M2, Ox BAATEIR 2 Wi , M dx A*AEE (58FE) 2 EiEskm dx MW, Rt
205 M W XA ? ZEEIFZFNRAEEENE , MASERT . ALV RAEEEPE
A7 “EIEREENEMASHRERE". B, BN & A (&35 A% E R SR A
ANBHREHGERE", 2f5 , BESMEMEMTIRCRIERERFR | FENREREFEM. it , 5t
AT A S e P SRARA R A1 1535 |, 2N 1-26 FioR.

A 1-26 Fi7R , BEMIASERERITER | ATRAMES SRR SRAAM R mERER B XE—K , K
MHHESET MatMul 7 QiR E#%. BESRATE MatMul TRSREUAR , s FFT7R (<

common/layers.py) .



ar ar. “;’T
ke i]‘e_;I

AR Nx D Nx H HxD
oL - T aL
ow — T oy

R Dx H Dx N NxH

1-26 EEWAERTEK | S R EE0EER

class MatMul:
def __init_ (self, W):
self.params = [W]
self.grads = [np.zeros_like(W)]
self.x = None

def forward(self, x):
W, = self.params
out = np.dot(x, W)
self.x = x
return out

def backward(self dout):
self.params

dx np.dot(dout, W.T)

dw np.dot(self.x.T, dout)
self.grads[0][...] = dW
return dx

MatMul JZ7E parans FREFEFINSH. Hobh, LREHMNKEN , BEERF grads
. EREEEEK dx M dw , FHEKXGIZE grads PRENERHE.

A, ERERBERMER |, 4 grads[0][...] = dwiX#f , (EAT &S, AL, FTRIEE
NumPy ¥ KN 7EtE , B NumPy BEARTTE.

& MEMS—H , XEMRASHITET grads[0] = dw A, FEKE , FEERE
BSHIER FTEBEEIE NumPy $28, XE27%&EH) (shallow copy) FIIRE®I (deep
copy) MIZER. grads[0] = dw IREMUTAES) , grads[01[...] = dWHBEZMHEYT

RE S,
B SHIERRHMBLEE 2 , HNEANFIFREEA. BIREF a F b B4 NumPy ¥4,

>>> a = np.array([1, 2, 3])
>>> b = np.array([4, 5, 6])

B, ANERa=b,®Fal...]1 = b, a#HWEIE [4,5,61. BZ , LI a FE@ARNTFFHBIEAR
[, AV (AhR) AT , 2 1-27 Bk,



IJJ|"? FETUE I T APTTY PR I A e

1-27 a=b Ml al...]=b HXH : EAEKSHEERERE , TRERRNFEIEARZE

N 1-27 fi78 , #FEa = b BIBILT , a TEEEINTAHIEA] b —#¥. BT SCIRHI¥URE (4,5.6) %
BHES , FFAXTTRORRAES). MAEal...]1 = b B, a RNFFIHRIFARE | b TTEE
SHE) a FEMMNTF L. B, FAKIREOBIRREST , STIAFCARE .

ALLET4N , FHRAR ST B TEXNNEIE (F EEKFFF | a BBt EEEK) . BT
EEXNIEIE |, SHBIAEE grads ARSI,

@ 1£ grads JRPREZNSEABEE. WA, grads 5IRF KB ITTEE NumPy %

4h, NEERENER—X. Ra , FAEKS , EARE NumPy BEERKINEFIERTE L

TEEHIE. XK , $EILAE— RN ITEMR S B A THAR 3T —IXRITT,
AL E MatMul Ef95RIL , XFB7E common/layers.py .

1.3.5 BERHEESHR R SRS

WEERRNABLERT , TEKINKRKE—LESANE. XB |, F1%S3L Sigmoid F, £iEk
= Affine =40 Softmax with Loss =.

1.3.5.1 Sigmoid &

1
sigmoid &g ¢/ T Trexpl—1) %55 , sigmoid EMA S I FRER.

il
2 y1—y) (1.15)
T
oL
#R#E3K (1.15) , Sigmoid E%iﬁ?@ﬂlﬂé’%%ﬁi@ 1-28, XB |, Bt MK EE kst E (r'}y
i

) B sigmoid EMEISH (07) | RIEHR/MEMSEAR .



T Y

‘ Sigmoid ‘ :
aL L

y(l—y) ;
iy dy

1-28 Sigmoid EHITEE

m XE , BA]EW sigmoid ERBHESBHESERE. HXNBLERR ATNEA,
BXBHIZETUSE—T,

Tk, F{MEM Python k33 Sigmoid &, £ 1-28 , AJLMG FEXHHTRIEL (

common/layers.py) .

class Sigmoid:
def __init__ (self):
self.params, self.grads = [], []
self.out = None

def forward(self, x):
out =1 /7 (1 + np.exp(-x))
self.out = out
return out

def backward(self, dout):
dx = dout * (1.0 - self.out) * self.out
return dx

%%H%Erﬂfﬁﬁﬂﬁiﬁﬂj{%ﬁﬁ%ﬂ’}fi out ., AJm , ERMAEET , ERAZXA out XEDHIT
wE.

1.3.5.2 Affine B

WORTFT/R , KATEIL y = np.dot(x, W) + b 3ELT Affine ERIIEM{EHE. LA , ZERE RN
&, AT NumPy f7 & ThEE, aRARX—R , U Affine BRTERZNE 1-29 FivR.,

2NE 1-29 Fi7x , 183 MatMul 7 I TAEERFANITE . WE K Repeat TR EH , AA/FHIT
MzzZE (FJRUAKJ NumPy BT HEDhREENERHAT T Repeat TRANITER) . THEHRE Affine =
BISHL (5 common/layers.py) .



(D% H MatMul _|_
“7

Repeat

1-29 Affine BITERE

class Affine:
def __init_ (self, W, b):
self.params = [W, b]
self.grads = [np.zeros_like(W), np.zeros_like(b)]
self.x = None

def forward(self, x):
W, b = self.params
out = np.dot(x, W) + b
self.x = x
return out

def backward(self, dout):

W, b = self.params

dx = np.dot(dout, W.T)

dWw = np.dot(self.x.T, dout)
db = np.sum(dout, axis=0)
self.grads[0][...] = dW
self.grads[1][...] = db

return dx

RIEBABRARIEITE |, Affine ERSEIRGFIEBILTE params F , BHEREFLERFIZE
grads 1, BERREEFETUBATHIT MatMul 737 52 F1 Repeat 7 sl 6] £35S
Repeat T MR EMERE ] DUBIT np. sum() 7 TEE K , BUEHEZLERERITE |, BT RUEREMAN
ENZSTANH (axis) KM, &F , BNESEHHHERELRHIZE grads., LR
Affine EHISRIL,

" %\ {FRAELHE MatMul 2 |, ] DLERMMSER Affine B, XEXTEIKE
B, i&B#ER MatMul £, T21E B8 NumPy f737&317 7 5L,

1.3.5.3 Softmax with Loss &

FHKATH Softmax EREFIAZ R ZE— #2334 Softmax with Loss E. AT , TEEZIAE 1-30
FiR.



aq in
n —i
Cross I

Softmax — Entropy

Error

1-30 Softmax with Loss EITEE

& 1-30 B TE R Softmax R¥C A Softmax 2, ¥32 XiR2=10 A Cross Entropy Error
B. XBEERERT I IEANNENES , NsTI—F (BEHARE) ik 3 M.

2N& 1-30 Fi7R , Softmax EXF# N\ @1: 2. 43 YHTIFMA , it ¥1: Y2 Y3, Cross Entropy
Error 44 Softmax it Y1 ¥2, Y3 FusEares 1, f2, b STt iz L.

\ 7EE 130, TEEBNERAEENLSER. W Softmax BERNRMEEE

1 — Yo te, Ys — L sxRe—AMRSES s R . R V1 Y2: Y3 2 Softmax B
&, b tes s Buesgres gl Y1 — T y2s te. Y — 13 B Softmax Rk RSB AR
ZES. MENFRREEEEXNES (RE) ERUNTHARKE. XEHEMERFES]F
K—NERMT.

XE KT EBE XS Softmax with Loss EHISREIAIRET , B{K{LEEZE common/layers.py F. H

&), Softmax with Loss BRI R F{EEK#HSTERERNE CREFEIANT : EF Python HIEIP
S MR A PAEMREE |, BNBRIEETUSE—T,

1.3.6 BENEH

BRERMEFEREBER , AATUMERASE R MR S, T |, HEmg K
SR T ST,

e JBIE 1 : mini-batch
MVIEHEF BT % EXUE.
o BIR2 ITEHE
BETREREEEE , TRERREHCTEINESHRHBE.
o B3 FHEBUW
ERABEENNES.
o R4 ER
RIEFREEL DR 1. SR 2 NP 3,



BANRIR LEAPRIITHEEMBE A, B, 15E8F mini-batch ¥R | IRIFRERAE#E
HISRERBE, XNBEIER LT ES BT BT IRIENRS MR, B, B
SWEAREMNR A EF , TARREHK. XHEBE FiEE (gradient descent) . Zf&,
RIEFERX—IRMFER L XA,

KNELEWLEE 3FEHINE, NEEFHEERS , XEBNRKIH P =8 FEYLES
B TB&E% (Stochastic Gradient Descent , SGD) . He , ‘M 215 {E AREHLERREIE
(mini-batch) HIBEE.

SGD B—MREHBNTIE. ©F (LFTH) NEFBEN (R) AREF—CES. MRAK
FAFN, F

W{—W—};,dL (1.16)
9% %
aL
XEREFFHNESECH W, BERHET W KB EICH OW |, 1T RREIR | KhR

H{#FH 0.01. 0.001 SRS EIFHIE.

IUTE | FKAK3H1T SGD HISKIN., XEZBEESA, , FH TSI E HRZESINAE
common/optimizer.py . (4T SGD Z4b , X/ HhikH AdaGrad #1 Adam SRS,

BHTSEEFZENIA A B A A% update(params, grads), X2 , £5%K params
grads PR RIS RERRIE T HEMEHAEFBEE, A , {RE params # grads FEAEEZR
Sl HNRTE T MRS EABEE . XHF—k , SGD #A] MR FEXAFSIL (

common/optimizer.py) .

class SGD:
def __init_ (self, 1r=0.01):
self.1lr = 1r

def update(self, params, grads):
for i in range(len(params)):
params[i] -= self.lr * grads[i]

VAU SE 1r RORFESIE (learning rate) , XERFEIIRFEAFIZE, Ra , &
update(params, grads) FiARSRILSEAERALIE,

fERXA SGD 2K, MBS IER RN T AT (FTENARDERRERIREITHRAN
W) .

model = TwolLayerNet(...)
optimizer = SGD()

for 1 in range(10000):

x_batch, t_batch = get_mini_batch(...) # #Hmini-batch
loss = model.forward(x_batch, t_batch)
model.backward()

optimizer.update(model.params, model.grads)

BIXHE | B SKIIH TR , RERERUMASTSEMRS. KT SGD 4h , Ak
SKINT AdaGrad 1 Adam Z77% |, BA1HKISKILEBLE common/optimizer.py 1, X B ABE XX
WRMUFTERINE  FHRNBSESERE (REFSIAIT  £T Python #EER 5K &
6.1,



1.4 {EFAHEMLE AR R )8

X ERIE , HAVWAES THERMETF T . IAE , RO — AN E RN E ST MR S
1.4.1 RERREURSE

APIE dataset BFFIRM T JIMETAIRBIRERMZE , ATTRERETH
dataset/spiral.py 3Cf. XK TREURE (iEim) REARAZE , HREM TR (
= ¢ch01/show_spiral_dataset.py) ,

import sys

sys.path.append('..") # AT3IARBRMIAMIHITHIEE
from dataset import spiral

import matplotlib.pyplot as plt

X, t = spiral.load_data()
print('x', x.shape) # (300, 2)
print('t', t.shape) # (300, 3)

ELEABIFF , ZM cho1 B3R dataset B3RS|A spiral.py, Eit , EEAREET
sys.path.append('..") ¥R ERAHME]T import KA EIEKIZF.

SKfa , {£H spiral.load_data() BHTEURANEN. LA , x RMASIE | t ELUEHRLE. MR
x ¥ t IR , TTAIENIEBEH 300 EEASEE , Kb x EZ245UE |, « E=4¥%dE. 35, t
£ one-hot [A1& , X IIEMARARNEIIZEANC N 1, HANMRCH 0, T , FRiFEXLHIRELS
HIER L, ERWE 1-31 FoR,

=100 —0.73 —0.50 —0.25 0.00 0.25 0.50 0.75 1.00

1-31 FIRNRIERBIESR (FxA@DHIFRR 3 1K)

NE 1-31 F7R , MR AR | KRR 3. MERXAMEIRETHN , ERRERELNE]. B
b, BABEFIFLMENN B, B4 , EREmE (BB ERIRZMER sigmoid #UE
R ERAREMLE ) BERIEMFSIXFEIELMEIR 2 1K1K —T.



A B SRR R, BTAIRI TRIERIR ) RUILRNTE, RiEsE RN
B, AT, SERESTHLBMIRES DUIGIERIASE (URRIESIE) TSI
PEf.

1.4.2 PR HSIL

I , BRI BB — SRS, B4, import B AIFFILAILAR T/
_init_ O TFHR (5 ch01/two_layer_net.py) .

import sys

sys.path.append('..")

import numpy as np

from common.layers import Affine, Sigmoid, SoftmaxWithLoss

class TwolLayerNet:
def __init_ (self, input_size, hidden_size, output_size):
I, H, 0 = input_size, hidden_size, output_size

# VAU ENRE

W1 = 0.01 * np.random.randn(I, H)
b1 = np.zeros(H)

W2 = 0.01 * np.random.randn(H, 0)
b2 = np.zeros(0)

# ERE

self.layers = [
Affine(W1, b1),
Sigmoid(),
Affine(W2, b2)

]
self.loss_layer = SoftmaxWithLoss()

# TR A E RIS 2R R 5 R

self.params, self.grads = [], []

for layer in self.layers:
self.params += layer.params
self.grads += layer.grads

VA FEFHIK 3 N S%. input_size B AZHIHLITER , hidden_size BIEHEMNHETT
¥, output_size Bt EHMLTTI. FENEBRIF , BERFTME (np.zeros()) ¥AH
WE , BR/IFEYLEL (0.01 * np.random.randn()) FHANWANE., EIEAER A/ INKFEL
W, FINUERSHIT. #E , £ARNERNE , FFEEIEIERSNBILE layers FIFRF,
&a , BXMERME RIS A B B E—ie.

%\ [/ Softmax with Loss EFIHMEMAAIEFKARE , FIAREEHRA layers 31
xzH, MEAMIFEEIESRAFIZLE loss_layer 1,

&, KA TwoLayerNet SCHL 3 N7k, BIEHATHEIEA) predict () Ak, IEMEIEMK
forward() A AR A{EREM backward() Fik (T ch01/two_layer_net.py) .

def predict(self, x):
for layer in self.layers:
= layer.forward(x)
return x

def forward(self, x, t):
score = self.predict(x)



loss = self.loss_layer.forward(score, t)
return loss

def backward(self, dout=1):
dout = self.loss_layer.backward(dout)
for layer in reversed(self.layers):
dout = layer.backward(dout)
return dout

WLEFR , ISR BR, FABNEERHEME+HRERARLIERRSIAT Z | BT
BERFEUSHERNFERXLER forward() F17EM backward() F57ARIA],

1.4.3 FSHKAED

T, KOVRBE—TEIROAR, HE  ZAFIHE  EReameg (1H8) i, &
Ja, BBZEINARFEIIN 4 NSTEEITHES]. B, FEASRFIE , BE KX EKR) R
BITHATE (2L, SVM %) FROEEL, MWK TR (<

ch01/train_custom_loop.py) .

import sys

sys.path.append('..")

import numpy as np

from common.optimizer import SGD

from dataset import spiral

import matplotlib.pyplot as plt

from two_layer_net import TwolLayerNet

# O REBSH
max_epoch = 300
batch_size = 30
hidden_size = 10
learning_rate = 1.0

# @ FZMNMIE , ERIERIFIILES

x, t = spiral.load_data()

model = TwolLayerNet(input_size=2, hidden_size=hidden_size, output_size=3)
optimizer = SGD(lr=learning_rate)

# FIRANEE

data_size = len(x)

max_iters = data_size // batch_size
total_loss = 0

loss_count = 0

loss_list = []

for epoch in range(max_epoch):
# @ TR
idx = np.random.permutation(data_size)
X x[idx]
t t[idx]

for iters in range(max_iters):
batch_x x[iters*batch_size:(iters+1)*batch_size]
batch_t t[iters*batch_size:(iters+1)*batch_size]

# @ TEBE , EHEH

loss = model.forward(batch_x, batch_t)
model.backward()
optimizer.update(model.params, model.grads)

total_loss += loss



loss_count += 1

# © THMLEFILR
if (iters+1) % 10 == 0:
avg_loss = total_loss / loss_count
print('| epoch %d | iter %d / %d | loss %.2f'
% (epoch + 1, iters + 1, max_iters, avg_loss))
loss_list.append(avg_loss)
total_loss, loss_count = 0, O

B% , ARROKMTRERSH. AMEME , MEWEFSIM epoch ¥, mini-batch X
N RRERIRETHMNFIIR, K5 , EREOKMA I THIRMIZA | ERREMLE (15
) MR, BAIEEH 2 FHEMESIAT TwolayerNet 2, FMAZFKIAT sep
X, XEEREREIIMAT,

m epoch RRFEIE#ALL, 14 epoch Y TR BT —BMEKFEIEEE (B
BIR&E) . XEIKAH1T 300 4 epoch K],

EFTFESIN |, FERMYLEREIEIEA mini-batch, XE , FK{T epoch JMBAMFTELEEE | X
TATAURIEIR | SRIRF KT mBER. BURAITAL (ARt , BBIERSIITAL) A
np.random.permutation() ik, HESH N, HAIEATLARE 08 NV — L HFENFSI , K
SKEREE FAZRBIAA T BT 7R

>>> import numpy as np
>>> np.random.permutation(10)
array([7, 6, 8, 3, 5, 0, 4, 1, 9, 2])

>>> np.random.permutation(10)
array([1, 5, 7, 3, 9, 2, 8, 6, 0, 4])

%X+ , YA np.random.permutation() A] AFBHITELHIEHNZSI.
¥E  ERBOMLAITEME  EHM2. &E  ERBONLA ML FIHER, X

B, 810 &R 1 0P8 , FPRHRMEIZE loss_list F, MLEMEBFSIANA
.

& X BRI RFRE MR S RRAREABHA A WA MER, Fit , AR
A ELMER Trainer ZRAEHSE. E Trainer 28, ATRURKAREEIILK A2 SR TR A
Trainer 28, FMKMIEKAE 1.4.4 TRAA,

=1T— T LEMES (cho1/train_custom_loop.py) FAaAH , A umkd KR KHIEEFIE
T, FAVBEERE LK , a0 1-32 FiR.



1.0+
0.5 4

0.6

0.4 1

0 50 100 150 200 250 300
IEIREL (= 10)

32 FKRNETE | HHBLSINERKRS (RIEEN 104) , ERMES 10 RERKTHS
P 1-32 WA , MBS SINT | UATERVN. BIMEM S EESEERRTRES) | 3
T3k, HTEES RRBEMENEKIRLS (WHRhBAR) A , SRNE 1-33 FT.

R 1-33 TTAN , 25 AR T DUE AR HER i MER, ki | BV RgS)

TIAEEMNDOERISY. BXAF  EMEBEFRRET USSR RMOKRIN. REFIIHEZ
—HEBNNEES , RANBFE.

1-33 FEIFRHEMENRTCIR (ARFERGHLHEME RN IFINEKR)
1.4.4 Trainer 3

WRTATIA , APFHRSISPITHREMERFS ., Al , MFERREREAFRFS AA
B, A, SREEHRIKABRATINT , REBATEETESIRZE/EA Trainer FHRHEH

k. Trainer ZMINERSELMNIA KIRAIELFAER , AZ2HRMT —LHKTEEME , FHIESR
BRI AIE.



Trainer ZERBLTE common/trainer.py ., XMEHKVIIAWFEFFBRERMLE (FREY) R
ey . BRI TAR.
model = TwolLayerNet(...)

optimizer = SGD(1lr=1.0)
trainer = Trainer(model, optimizer)

RIE AR fit(O) AEFEFES). fit() AERSEINER 1-1 Fix.
F1-1 Trainer M fit() AIERNSH. RPHM " (=0 " RRSBHENE

W VA

X WAL

t WEBHRE

max_epoch (=10) |HFHTFESIK epoch ¥x

batch_size (= .
32) mini-batch gk

L interval (= |[BHIEER (PISHES) BRI
cvat_interva BIANEE eval interval=20 , MM 20 YOEATE 1 R FHR

20 5, IR ERGHEIRE L

max_grad (= BRI ATEHL

Nome) L BRI AMERS | G (R | BkiEs
2% 5%5)

54h, Trainer 25F plot() ik , B fit() ATKICREIRK (R , 2108
eval_interval T EFAFIK) R EEL K, F/8 Trainer 53T MMABEII TR (

=

ch01/train.py) .

import sys

sys.path.append('..")

from common.optimizer import SGD

from common.trainer import Trainer
from dataset import spiral

from two_layer_net import TwolLayerNet

max_epoch = 300

batch_size = 30

hidden_size = 10

learning_rate = 1.0

x, t = spiral.load_data()

model = TwolLayerNet(input_size=2, hidden_size=hidden_size, output_size=3)
optimizer = SGD(lr=learning_rate)



trainer = Trainer(model, optimizer)
trainer.fit(x, t, max_epoch, batch_size, eval_interval=10)
trainer.plot()

PUTXEARRL , 23T Z BI— BRI MEKFES], B 2 5B RNFES BRARIBRA
Trainer 23T , RBBARIET . ABSFEEEER Trainer ZEHI1TES],



1.5 WHENSEL

FEMERFS MM FTRAEMTE, Fit , IS EMITEAEMNEE— N ERRE, AT
BRI —T AT AB BUINR SR ML AT RIS A GPU IARRRNE .

S MR SEL , ABEMENRMNGERE. B2 , MTERNSEANAEEL
&, ZEdHTHSIE E BERAEE. B, EREAFREN R TITENMS , &
BARRET AR FE GPU _EIIT.

1.5.1 {(BE

NumPy FF R EGAE A 64 (LAEIRREL, AT, BE0 64 bR T BRI | AFER
YEZ&SE. Python 1 NumPy RRAZE, FTAT AR FEMABRRIEREBERT 64 ¥R
.

>>> import numpy as np

>>> a = np.random.randn(3)
>>> a.dtype
dtype('floaté4d"')

B NumPy BERSKBIAE dtype , ATAEBHIRRE, FEMLERE float6d , RIR 64 {iL
7 RE

NumPy RERAGEF 64 (F R, B2 , EKNSLMEFER 32 F e ATt (GRAKE
FIVFARTR) SHTHEMRAHEERES]), WRFRAERE |, BA 32 R A 64 fuff—
¥, TUER AL 32 fu, A, EHEMREITEF , BIREMmNESSTE TTA N S BRI,
EXFMER T , STCRABIRRUOE S/ NGIF, BF , STEREMS , 32 \WF R ¥aE
SERMBTITE (F ST R E&ET CPU B GPU (424) .

Rt , ABRAEFER 32 0FRE. BE NumPy F{E B 32 07F R, ATRUE T EXEEE IR
HKRIFETFE A np.float32 BkE 'f',

>>> b = np.random.randn(3).astype(np.float32)
>>> b.dtype
dtype('float32")

>>> ¢ = np.random.randn(3).astype('f')
>>> c.dtype
dtype('float32')

FA , HANELME |, R R EHEREHHEIR |, NEMEFER 16 A0FRdtTtE  BENDE
AERLTRE O, Rig, 2% NumPy FHERE 16 (R A% , B2LIE CPU B GPU iz E
A 32 UPITH. BBt , BIMERHCK 16 F il , RATEASEER 32 fFRBPUTH ,
P LR R f§ 7 I F A RER IS T ALFAL.

BE , MRER (FESMNIPXHT) REFSIIFHNE , U 16 FRBEFRN, A , K
WEBIEA 16 AEEREFN , RFE 2 AN —FFE. FAt , ABNERFFEIFHNE
B, HAHA 16 (IFRE.

\ BERELSETEE BT GPU BATHATI 16 A Er BT Mt Sit
B, A, ATAT T —54 0 TPU MBS S | TS 8 At d [V,

1.5.2 GPU (CuPy)



REFINTERAENFEZMZFAN, XEFEZMEHRLE TN T UFHTHE | X2
GPU bt CPU KKt A . ALt , —fRAIREFSIMELR BRI ARL ] AFE CPU bz T, the]
PATE GPU _B3=1T.

AT BI%ER Python FE CuPyBl, CuPy 2HTF GPU #HTIHTITEMNE. B(FR CuPy , &
ZE(HF%dA NVIDIA § GPU fIHLE , 3B EE % CUDA X/NEH GPU MIB BHTITET
&, VERMREAIRESE CuPy B A RESR ¥,

£ Cupy , ATRARRAR3{E A NVIDIA B GPU BHTHTITR. EERME , CuPy A1 NumPy 4
BHFEM APL, FEKIRE — M RHERRS.

>>> import cupy as cp
>>> x = cp.arange(6).reshape(2, 3).astype('f')
>>> X

array([[ 0., 1., 2.1,
[ 3., 4., 5.1], dtype=float32)

>>> x.sum(axis=1)

array([ 3., 12.1, dtype=float32)

WN_EAT7R , CuPy MH{ERATAS NumPy EXME. H4h , ERRNEMER GPU #HTIHE. XE
k& {E F NumPy SRS ] AR AR “GPU RR” , AR TEMA (EA L) K24 numpy
A cupy ME.

&‘L HZE 20184 6 B , CuPy HiXxETLE = NumPy 7774, SR CuPy #l NumPy
HATE®A , BEENBEHZLRK APL

ER—T , ABATEABKMS TER , EA LEET CPU ST, T IHE LERTEX
EREAE , NERAUERT CuPy MISREL (RIE) . AT, BMEZEMEA CuPy WIBAT , &
REMEIMEREREZ LM CuPy.

AFFA L GPU LiEfTHRARIERELINES 4 = (ch04/train.py) . XA ch04/train.py
MBLTH import &R FHA.

import sys

sys.path.append('..")

import numpy as np

from common import config

# FERGPUIEYTHY , BT FHEMER (FEcupy)

A CPU $YT_ERARRLRELT LA/ , (BRINRMEM GPU , WRAFE/L+504. 7FH , R
BH LRI R —T , BRI ATATE GPU X FiE1T. BAEmE , RFEITHE
¥ # config.GPU = True , 3+ CuPy A& NumPy BIA], Znit , RESRLATAZE GPU _EaE1T
FeEMHT¥S., BH GPU KREL Z X —T.

L;’ ¥ NumPy Yok CuPy BOALEIAFE 8, BBRIEEFSE

common/config.py. common/np.py & common/layers.py B import &%),



1.6 /Mg

ABRAVES T AN NI, H5EEMT MEMSEESMEAA , WiLT Python (F5IE
NumPy) BOIEAFE. AE  BUULE T MEMMEREA. 55h , RAITEW T LA HER
AR (ESHR, FRTRE) |, FNAT ENNEREENRR .

BE , KT T HEMESHASIN, ZBEHERY , HIPEHENENERNTESIAT B, £
ERSHAF |, HATBIE T ABRRIBTE , BREFHEAIL forward() F backward() , PAR S5
ApE params Fl grads, X{FISHHELRILE B STILEE NTEMT.

o, FIX NERIRIER RS E R AR — MSRERREMB T T 4], FA TR
SIRERtE, FUIXEALL , MENBRRSIMERT . TFE | LA FEREMLE X — A FEKE
&, DABRESAEMHR, HARIE !

FERFRNE

Mg EEMAR. [SRZEHT =

B 2EREHITAMR R , B RER S TR K

L7EHREM mini-batch 4 IPERAT S AUAEFFITE

16 VR ZE R0 (2151 A] LS Bt sR A AR AR (453 SR A48 L

5 T H EIREMS K AR PAE T R AR AN I AT AL, | X BT AR IE ) (3% M S ) 15 3%
FEFPEMB KRG | BT RAGERUWAE | 7T ARSI

BURMAS EMGPU FH TR MRS R IFE EE



F2EF BRESHRANSHRFIR
Marty: “This is heavy (&) .”

Dr. Brown: “In the future, things are so heavy (&) ?”

——HR (ERIFRFE)

IR, HMTEEABRESHENHE, BRESLEBRZANFUE , BREENRRAES
#HRILTEAIEBINAES . MBIDOTEYIERENRES 2 FEPLT X ? AFHATELUX
LR RIS, At , ENESOFRERE T , BREFSIHIETNGE. T
—EIE  BABETRESS (WYBR , BHEME) KA.

FEBABERGSIER Python 4MEXCA , STSAE KA BIAERIE) MR ID 4, (K&
WEHAN B ID) FESF. ABSINRBARENETFRSRE. Bk, AF0ATRE
JRESC AR AR T, B4, BN —EZABRES LT RIT |



2.1 H2RBAESLHE

BAFEERES , MAEZIEE , HABARES (natural language) . FREEREELAE
(Natural Language Processing , NLP) , P& E X , MEAIEERES RS, RSt ,
TR MEEBIOTREIIERASESHORAR, #i52  BRESHIENBFREILTEVIEMEA

BENE , MK BBMNEE.

A RENTEARTDUEMRARES |, KITJRESBRRISE S BN S 5. XMESHEE
E X AT AME—MEsAR RIS S S, TR HAERIERAE AL A,

KRR , WITES 2 — MUK, RZIBENKES. RAaER , ER—MRES". MIEWX
FEFEREBEEWES . XEN K EEERMEANSRIEZWL , thans SRR ER] A
BRRMRR  REXSHFELEN , FF, B, BAESN R EEIE , HeRESENE
N EREENAR A RAWHIL,

BRAESERENES  AF'ERIE . Bt , FKMER Mt ENRIERaRNES | £
FAFERTENZIN. BR , RZKABEND , MesLt BN R TR A1E RKEE.
EXE, BATTUAERIRE IRV A, BRI EMANSERFE P LBIFERN6IF |, fRit
25, ERRERS, BEIXTHN (IME) | BAXAMBEAERINTE , ARNFAELE
ATIRE BAES IR,

LJ RIZRERBERESHERARN—INA. EAREK , BRE AT (IBM) K
Watson ARG IEEF L. 2011 F , EERN—MZAEXTE (BRH%) (Jeopardy !)
1E Watson £ KIg, EXANTEAF , Watson IZ BT AEBHRS |, ET HENTEE

(ARt , % Watson F[RELE FXXAAER) . X—"SH" 3R THARKIIZxE , K
EMXAEHRTFLE , A% AT ERERHIS AR ETT LA, LSt , IBM 3% Watson #&
FREFIERGE., TiF , BEAIRE , Watson IS EHAEETHIE |, 53T BEMEAEIR it
TIERRATTEW , BT 2E5EMD.

FigX

BAHIES BTN , ES NS EEARMAR . AR , BiRE 8 XR/NE
iz, A, ATIETEYIEREAES | LEERARE TR EREENEET .,

AERF AR IOTEAIERARE L. Wt , ROTRRT — LT PHE S T 818 E LKRIR
Tk, BARER , AFMT—FRIFET 3 #A7%.

o HTF[REIRRAEAR % AE
o EFHMAIEFE
o ETHIBEMAIE (word2vec) FT—E

B, RITEEANA—TERATERFRR SGARMRKAIE. A, MRRGIHEERRSR
WRAE CXBHRAETITERAIE") TR, XEHEAEFINNE. EF—F , K]
BT R AL MG ETHIRN AL (BASK , M2 word2vec 77i%) . AEMRLEMSET
HTR3E K IRFECS224d: Deep Learning for Natural Language Processing”'?l,



2.2 [5G

FRNAWE N, BETUEEBS A TARKE N AIWE N, —MAERG (eFi) BB

B, —/MA—/MAG BRI S . bhan , YUIRAFRBYRE XN RN, BRI REE

BIKRECIRMTRA R LESEH TA. ... AR, BIGXEEE L8R |, B

REMSIRAREAIR S XL,

ERERES IRNFE , AMIEELET R E R SEBEEN A LE L #8iaS Y iEsh. B2
BRI 2 EARHAR e dt) FRsE Mird | MR —Fhaiarcohn GRS
(thesaurus) fpIa, 7E@E)SGANAIEF , MRS XHHRIE ([E]8) Zid LSS
(ESGR]) #IAZEEIR—ANAF ., bhan , FRESGARE | ZRATATRAANE car |E XI8F

automobile, motorcar & (& 2-1) .,

car — auto automobile machine maotorcal

2-1 RISGRAPIF : car, auto Fl automobile FEHFRFRR"ISE"HIF SR

55, FEERES IR BEIMKRE SOAARA N4 E LRRZ RN EEMRRR | e v -
"F;_—é_;é? "B - BN RR, BT, 0E 2-2 FTR , BRI B EIGEHE XL T B IR Z (8]
Eq ZJNo

[:-| r_:l'-:'[
motor vehicle
car go-kart truck

SUV compact hatch-back

22 IRESBANAN , BT Hi - FRERERIOE ($%308 14])

FE] 2-2 7, £33 motor vehicle (#l3h%) 28#iA car LS. car BTBEEH SUV,
compact 1 hatch-back & I BKKZEFF,

BXAE , BT RFEGBEE AR S , FHREFRENBIRRRR , 7] PUE X 8im 2 (R
A, FIRXARIRMLE" , ARSI 2 BEARME. MR, B TR LIRS X
(EHEt) BEatHEA , REFAX—R , MEELTEM— LI IRIA RKEE.

m WA AR SRR AR IR B SR E S AR B AN A RMARE., than , EEERR
P, NRESLHE automobile #1 car I 38 |, FAJ AR automobile KR REER R
NEY car RIS FREERP.

2.2.1 WordNet



FEARES IR, ZE L FE UARHE WordNet!'”, WordNet 2 EAHTIIAST
1985 FFHATF AR SGRAM |, 245 ERTWEMR , FHERTEFHBERES LEM BT,

{3 WordNet , a] AFRAS Ba] I \38) , & FIFRBARIMNLS, {3 SR RLE | aTROTE BIR
BIKAME. XE , FITAXT WordNet S T¥L4HEER , XF WordNet f{] Python SCHLE SR
EE , TASEMR B, MR B, HKi14%% WordNet (RGN , 2% NLTK A
B, T LRSI,

@ 1EfR B P, IR SKORE R WordNet SRITHE 17 2 [RIARBLE . Bk , 72
ET—DATEXRSEMLE |, kit R 8m 2 BRARCUE. RE (E—ERE LIEMW) it
HRAWZ ERARGE , BATATHEL TR RR S LB,

2.2.2  [@) S sl a3

WordNet Z[R] Salal i 3§ KB B E X T RSGAMZERGEM IR T, FIRZLMIA , AT
(EE) IETEYIERAIRES L. AT, ATHCHAEE—LR ARG, Tl , FHOKE
— FE GRS ERELSR |, 353 A% H S TRZ R,

MEUGIR BHRAE 4

BAVMERRIES ZIEM. FEERRIRHER |, S AR, MARLER AR | B A AR
MEPORTT. tean , "% (crowdfunding) B2 — MR FHAERIIHIA.

Hoh  EEHE LMAMENBRHEEMA L, il , EPK heavy —id , AEF"EE
TENEN (EERAMEEBE) |, BUETRIRAEXMAIEN. £HE% (HRRK) +, A

B—M5 0 ) 1985 FF AR T FMATETE 1955 FHBLHMXTET , XF heavy K&
NERRIEGR, MRBAEIFNAIFEY , ABEALMEHE R AR,

ANREE

BHERIMEREREANEA. PASSCAB] , IEREA I 8RS 808 1000 A1, 7
Bt T, EFEREXTABL AR AR T IR 2 MR REX. IRfEfRe—T , WordNet
WER T BT 20 TN BRIA),

TERN AV =R

[ SCRRAV AR & AR () BAHE I SR B—4., B3R L, BIER & AR KA |
WAMHAZES], tan , vintage # retro EAFRAMREKE X , BERIEAE , X
MEZERAER XOAIR S BITTEFORE RN GEAKRBRZALEMEN) .

Rt , ERF GRS , BIATE RS LA FERS R, AT B RixLm) |, Tk
BATVENBET IR IEMNF RS MENE T HERK IR, KPR AR USRS A
TR BaREAIAE X, BRI TR AR RT3 At k.

@ MURTBERESLAE  ERGARME , ZERMN—EEATBIHHIE. BE
EEREFINHI , WEMNFIREGERRGRAERERATEE , AN AKBLEHEK
TR, EBRES LIEMRNARMUIMER. B2 , BAIEEMATHIER BRI
EEMIRTEN , MREED AT, MACABHEFRERALERIFTLAEETS.



2.3 ETFBAE

MJIE%ZFW%IE‘]H/EHA AV FAVERIEE (corpus) . AIMEZ , BREMEARENX
i?ﬁ& ZSvs ME%T\EEBEL%I%%&}E —ﬁﬁqﬂlﬁﬂﬁﬁﬁmﬁﬁﬂzﬁﬁm = AR AN RS
iR,

REE  EREAR—LNAYEND. A, HPRXEEZEATERK, RAENR , 58
FEPAET RENXTBERESSREMA , Eﬂiiﬂ‘] SR, BRI TAM AR S X
F. ETBAENERAENILEEEREMAKERET |, B3 HS¥0tie A,

&‘ BAAE S IR (& FRER R N 24 AR IESMNOEE. than , aTIL
BN ABIRR SN BIAIRCIANE. FEXMELT , AT ARITELE | EREER AW
Mtk (bean , XBMREMEREER) . X2 RERNERNERERBRNRE |, TZ
PEA—ADRIXA M, REEHARIAIE.

2.3.1 ET PythonfiER EERTALE

BRES MBUBFERFERERE. REIFRHERE , B Wikipedia M Google News
%, A, ST BEBASEFAERMIMERENSERMEERE. AERNEERRESE
—MEFIERASIAVEMERE | ARBAAIEESARERE.

HAE , FOMER Python WAZE R , Sf—NIER/NKXARIE GERIE) ST, XERT
TR TE  BXAEDENRIR (29F) |, FPRD BRSNS RE N AR ID Sk,

T, E—hA Ak, BERE —TEAERENEAXE.

>>> text = 'You say goodbye and I say hello.'

XEHNUEFABBEAN A FHMBRRSCARERERE, AKXA (text) MZABERT LA (EE
B) AF , BR , ZEEEEE , XBEXS XM ABIBIITIAIE, TE , BAIX _EmK
text H1T/HA.

>>> text
>>> text

>>> text
'you say goodbye and i say hello .'

text.lower ()
text.replace('.', ' .")

>>> words = text.split(' ')
>>> words
['you', 'say', 'goodbye', 'and', 'i', 'say', 'hello', '.']

B, M lower O WIEKHTH ?%ﬂﬁqd\ 5, XA A LUK F I Sk Bm e A E %L%ﬂi
0, KI5, BERIEASRY B spllt( D ONAT. EEEATHERANAS () , K
MEEASHH_A—ITR BIA" @) |, BTaE.

&‘ , TEFATMAR , FRNFAT —MEASTHAATHEHN G K" , HXEH
EHDH*EH EﬂﬂLFﬁE‘];‘JLH‘t Phan{E FIENIZRIAK, LJI%)\EN%%JPS‘QEQ re fE3R
fEF re.split(' (\W+)?", text) AT RLEHTA. XTENFEARMEMEE  TisE
3Bk [15].

IE , BAEET DK SIAXEEARIRSIRERT . BAMARXAERHLMET |, BREEHK
SRR RIS | BB AE, Fil , T4 ik L 1D | DS AT
ID 5%, Atk , FiMEM Python K7k 8132 8177) ID MEATAIMXTRZ R,



>>> word_to_id
>>> id_to_word
>>>
>>> for word in words:
if word not in word_to_id:
new_id = len(word_to_id)
word_to_id[word] = new_id
id_to_word[new_id] = word

AFE id_to_word TATTH A ID RN (S2E 18 ID , EEH1) |, word_to_id TaTeiH
1REE4k R BE) ID, X, IR KTFHAE —MER 5317 G words BIBNTTH , AR BAIRIATE
word_to_id & , W43 Hira] word_to_id 0 id_to_word FRANE ID F1EAE], F4h , FKITEFHEK
KERAFmaR D, aim ok L2 gimem,

XFE—3R , FAVRAELTF 7 #18 1D MEAAKXT R, TE , RIKKFE—TENNRNE.

>>> id_to_word
{0: 'you', 1: 'say', 2: 'goodbye', 3: 'and', 4: 'i', 5: 'hello', 6:'."'}
>>> word_to_id

{'you': 0, 'say': 1, 'goodbye': 2, 'and': 3,

fERXLR I, ATRDARIERIAMG ZR IR ID |, BE RITSRARYESIA) ID A ZR B, FA KR —
T, RN,

>>> id_to_word[1]

'say'

>>> word_to_id['hello']
5

&Ja , EATERIRSIRE NS ID Ik, X2 |, IK1EM Python MFIRAENTZEEIRFIR
e onEIA 1D 3%k , KRB H A NumPy $2H.

>>> import numpy as np

>>> corpus [word_to_id[w] for w in words]
>>> corpus np.array(corpus)

>>> corpus

array([0, 1, 2, 3, 4, 1, 5, 61)

{}
{}

i': 4, 'hello': 5, '.': 6}

LJ 5IRAMEMT (list comprehension) siF#fiE#T={ (dict comprehension) 2&—7H
BT PR F HATIEALIENE L, toan , BEAEITHEAIIR xs = [1,2,3,4] F5FA
TTERFARFIIFR , TUAER [x**2 for x in xs],

E, O T FIERENES TE. IE , HITE LR —RSI4 BRI,
preprocess() ER¥L ( © common/util.py) ,

def preprocess(text):
text = text.lower()
text = text.replace('.', ' .")
words = text.split(' ')

word_to_id {}
id_to_word {}
for word in words:
if word not in word_to_id:
new_id = len(word_to_id)
word_to_id[word] = new_id
id_to_word[new_id] = word

corpus = np.array([word_to_id[w] for w in words])

return corpus, word_to_id, id_to_word



fE XA EREL , AT RARAN T A7 A S ER S TAL .

>>> text = 'You say goodbye and I say hello.'
>>> corpus, word_to_id, id_to_word = preprocess(text)

FXE | ERERNTRANRRMEERT . XEAERM corpus, word_to_id 1 id_to_word X 3 M
EZEARPETRNIRZ A BFSFE]. corpus £817 ID 53R , word_to_id £ &7 %8437 ID
7S , id_to_word ;2517 ID R BRIAMFH,

WAE , KD AMIF TREERENES | ZTRNBNMZERIERERR AR X, Akt
ENBAVEERET RN R, KAXME , KITEBEFRIRRT M E,

2.3.2 BRWANSHAFR

HR FFEEEMEFNAE , BRI T TREENEZT , thanghi (cobalt blue) Z&4E

4 (zincred) ; BIEMATRUET RGB (Red/Green/Blue) = RN AGFEZ DRKRR, BiE

;ﬁgﬁzﬂ@ﬁﬁﬁ%xﬁmz—? , BZOMEE , MEERZ N AENET ; FENSEGERR
—ZE[AJEE,

EEFEME |, [ RGB XEMMA B R R UEEIISCHE | HAXFHET= RamER
FRBEE  DERHLMISEI AR ARG, tin , EERME R BT ARMEAE |
EmRmeeg (R, G,B) = (201,23,30) | gz papmmse R eaimgmea. it , M
&7 AKX (EEERMNEE) hERSEBITREFORHMEL,

B2, BERRER I T BN ERIRFTi5Z AR 807 _LIR ? AR |, o] BE SRR
AREAHENmERIRE ? H Tk, EAPETRERIEERFS WM EFRR, EERESLIE
W, XA AR,

m BN AR TR FRRNABREKENRE, XFHERFHIATE ZRBER
ERA., BERAEMNERR  AMERNEITTTER (KZH) E83E 0 IBERRN. Flan, =
éﬁgﬁiﬁ%ﬁ% [0.21,-0.45,0.83], RMAMEXFEHKBRIRRK N HRERRNEHKNIFET RN —
NEERA,

2.3.3 HHREIR

FEERES RERINET , AREFRREENMRAMRS . MRFAE—TXLEHNR , Mokl
JUFFERERREET - MERKARE , XIMIEHME EANARNE LA BAEKRIEE
B, A HABR (distributional hypothesis) . #% M EFRRMITITIR AT X
R,

PHNBRAREIAIESIEE @R, BEAFEES N , RS VHERERN LT (EBR) ¥
K. B, S ARSI E BIEARERNEES . Lban“l drink beer.™We drink wine.” ,
drink HIMHEE BRI, H4h , T guzzle beer.”'We guzzle wine."a] 4l , guzzle #1 drink
FRAEBVESRARML. SEMIRATATIAHENE | quzzle F drink 2IE X7 (I{EWR—T , quzzle 2K
AlR"rESRE) .

WHAETF IS , TSR ¥ @R T30 —A, AZFuME T OREEANRIA (TA) AR
17, 72 2-3 MGIFR  ZMFANK 2 MIARE L TX.

you say goodbye and i say hello.

23 BWAX/INK 2 W ETXBIF. XM goodbye B , ¥HERE 2 MpiAAELETX



20 2-3 BvR , ETFXRIEEANFHRRNAEARRIC, X2, HAPELETXHR/N (RIERKE
WHZ ) HRABAKXN (window size) . HAKXNAT, EFXBELAE 1 M8IA; &
HA/NA 2, EFXBEERE 2 M 8A, DU,

%’\ XE , TP EAAHEHENSRIREN LT, B2, REAEERL , Tl
(AN R E AR LT, WAL , LU T AT AR LT
. HERL, ABLERZEBAT AR, ZARAHREMRRRN LT,

2.3.4 HISERE

T, FAORE BAMAETAARBIREAm ERAAE , REST LRSI IAE X E E #17
EEH TITER. Bkl , EXRITENBIFNEALT , SENBBRLILT 2 DRtagimgtT
W, REHILE. X2, RITESFMUEFR " ET RN AL, ERRSGERP AR T 5
TR,

WAE | FKOVAKB—TET NG R, XERNER 2.3.1 THERERM preprocess() R
o, BIRHTIALE.

import sys

sys.path.append('..")

import numpy as np

from common.util import preprocess

text = 'You say goodbye and I say hello.'
corpus, word_to_id, id_to_word = preprocess(text)

print(corpus)
# 0123415 6]

print(id_to_word)
# {0: 'you', 1: 'say',6 2: 'goodbye', 3: 'and', 4: 'i', 5: 'hello', 6: '.'}

M EERLERATUES | WICEEC 74, T, BATTESNRIRN_E T ATE SR AR
W, EXANGITF, EAPEELOKR/INEA 1, EIA ID 24 0 i you FF44.

%I@ 2-4 ARUBEMEER) , #iR you W ETFIUNA say XAHIE, BRAEFORKIE |, 20El 2-5
7Ro

you say goodbye and i say hello .

2-4 HiF you LT

you say  goodbye

2-5 RRMEFRER you H_E TR EERHARKIIE

& 2-5 RINHZ XA you B ETFSCHIMM IR AIRER. RN, X ERETUARE (o,
1, 0, 0, 0, 0, 0] F/R&17 you,



FAEXTHIA D A 1 1 say BHTRIBEKLIE | L5R0E 2-6 FR.

you [say goodbye and i[gayi hello .
*-\ _/’ : ll‘\ - ; TI" -"II Il\

you  say goodbye  and i hello

2-6 FIRMFREN say TP AESHARRRE

M_EHRLERTTH , 237 say ATRARSRABE (1, 0, 1, 0, 1, 1, 0], XIFTAK 7 N#AiABt
T ERRE , S1B2IA0E 2-7 FREIZER.

say goodbye

27 RRBICEEHRIAN LT X PSSR

& 2-7 BICET AT A R RAR . XA RGN EATII VAN BimmE, FAE 2-7
HIFRAZ5ERER , FTARRAEIUSERE (co-occurence matrix)

BT, FRSAREZ — T LmpHEIsERE, X2, K& 2-7 RERIRFHETF A

C = np.array([
(o, 17, o, o, 0, 0, 07,
[+, o, 1, 0, 1, 1, 01,
(o, 17, o, 1, 0, 0, 07,
(o, o, 1, o, 1, 0, 01,
(o, 17, o, 1, 0, 0, 07,
(o, 17, o, o, 0, 0, 11,
(o, o, o, o, 0, 1, 01,

1, dtype=np.int32)

AR, ERAXANHIGER , TR EE N RIENEE , TR,

print(C[0]) # BIFIDAOMIME
#[0100000]

print(C[4]) # FRIFIDA4ME



#[010100 0]

print(C[word_to_id['goodbye']]) # goodbyelm=
# [01 010 0 0]

2, BB EIEMESS B EmERNT 818, _EEIFRNEFim ALY | EixXx—3
EEBRT BNk, THE , ARSI — MR MNER EAE LI R R %, BRATIEX /R
HRA create_co_matrix(corpus, vocab_size, window_size=1) , HF ¥ corpus 21
ID 313 , ¥ vocab_size BiaiL/ K , window_size BEHHAX/N (= common/util.py) .

def create_co_matrix(corpus, vocab_size, window_size=1):
corpus_size = len(corpus)
co_matrix = np.zeros((vocab_size, vocab_size), dtype=np.int32)

for idx, word_id in enumerate(corpus):
for i in range(1, window_size + 1):
left_idx = idx - i
right_idx = idx + i

if left_idx >= 0:
left_word_id = corpus[left_idx]
co_matrix[word_id, left_word_id] += 1

if right_idx < corpus_size:
right_word_id = corpus[right_idx]
co_matrix[word_id, right_word_id] += 1

return co_matrix

Bk, AITEAN 0 MZEBAART co_matrix #HTHAN. RJE , SIXNERIEFRE—HF
TEENFOFTESKHAIE, B, KEFANNRIRENRE 7B ENAIRNALR,

ﬁg—%,im%ﬁﬁzx,%ﬂugﬁimﬁMﬁﬁoZE,ﬁm%ﬁﬁ%ﬁﬁﬁﬁimﬁm
SERE,

2.3.5 RERKHEME

BIERA1E T LIRS IR R A TR, FE , BB — T TS SR E .

WEmERWEMEETRS 7L, HPEERRMNAZERENTERAEEE. B8RRI
SMEFRZ i , (BRIENERIRMNE ERRHMMINE AT , REZBBE (cosine similarity)
BEEEN. wET = (T, T, T3, ) Y = YLy Y e AR E T
112 [EAIRZABIABL I E a0 F TR,

I x Y Ty 4o
smilartiv(e. y) = - b

- R 2 /.2 2 (2:1)
lzlllull  of+- 2\ Jyd+ -+ 42

#RXQRNF , HFEMERNR , HHEXITEENTLR, THRRMEN K/, XETERE
}-ZEZ]E%%F D(Eﬂr‘:ﬂ%%/l\ﬁ%quﬁﬁﬂﬂqzlzﬁm) . A Q21 HERE LM mEMHTIENL , FHKE
|\_J /\o

Lm RIZMNEENRR T WM EEZ KEE HsmE—Am". HNmETLTEN
R EE , RIZACER 1; TeIEEMERAFEE , RIZABER -1,

BAE , FORSRBMAZAME. £T3K (2.1) , KBTI,

def cos_similarity(x, y):
nx = X / np.sqrt(np.sum(x**2)) # xpIERL



ny =y / np.sqrt(np.sum(y**2)) # yfIER{
return np.dot(nx, ny)

XE , HINBRESE x F y & NumPy ¥4, HAEXNREHITIENWL , REKHAEEHNFA.
XERZAMNERSIMAEATRT , BEEF— 1 EE., BHMELTHRE (JTREEA 0 Mm@
) HRELSEHE , 2HITRECH 07 (zero division) KR,

fRRZERB—AE AAER | EPITIHRIARI E— v ME. X8 |, BES8FEE— M
B eps (eps & epsilon W4EE) , FHEKIA eps=1e-8 (=0.000 000 01) . FEEHEHIRZIE
RSB T AR (= common/util.py) .

def cos_similarity(x, y, eps=1e-8):
nx = x / (np.sqrt(np.sum(x ** 2)) + eps)
ny =y / (np.sqrt(np.sum(y ** 2)) + eps)
return np.dot(nx, ny)

L;! XEBEBATAT 1e-8 FEARMUME , EXANIERBEIRT | RIFFRBHENRE
XMEIMES A E TR 4. £ EmASSHF |, RAX M IMESH ™ EH0H TR
WtE , FTIMELERZEUBILT , ML eps AT RAKITRLERERFIE., MUEEMTT
¥ 0 B, XA IME T ABLE BR¥CA 0"HISRR.

FURXANCREL , ATRAZN TSRS siam 2RMAAME. XB , FATE=EK you Mi (=1) HIAELUE
(¥ cho2/similarity.py) .

import sys

sys.path.append('..")

from common.util import preprocess, create_co_matrix, cos_similarity
text = 'You say goodbye and I say hello.'

corpus, word_to_id, id_to_word = preprocess(text)

vocab_size = len(word_to_id)

C = create_co_matrix(corpus, vocab_size)

c0 = C[word_to_id['you']] # youf{#aiamE
c C[word_to_id['i']] # iR =
print(cos_similarity(c0, c1))

# 0.7071067691154799

M EERZERTTAN , you 1 i BIARZAMER 0.70 ... BTFRZAMUENEETCER -15)1,
FrAR] AVEX MER AN PR S (FAEMRME) .

2.3.6 HUEIANHERF

RIZMNECLKIITF T |, FAXRER , FHATTAKIL S — MEF RS - UEDRIRHAER
AN |, -5 X BRI AR ERRE F B IR K. X ER XA R A
most_similar() , B T3S HH TR (R 2-1) .

most_similar(query, word_to_id, id_to_word, word_matrix, top=5)

& 2-1 most_similar() RS

. E T

query Bl

word_to_id BATR)EI AR ID T4




5 € BiER

| Il

id_to_word Eaia] ID EIBAJR) )T H

word_matrix (LA S BHIERE , (HRHRET SETXLM BTN R

top BREEY LA

XEBIATEIESS most_similar () EREHISKEL , 0 FF7R (57 common/util.py) .

def most_similar(query, word_to_id, id_to_word, word_matrix, top=5):
# @ HtE N
if query not in word_to_id:
print('%s is not found' % query)
return

print('\n[query] ' + query)
query_id = word_to_id[query]
query_vec = word_matrix[query_id]

# @ TTHERZMELE
vocab_size = len(id_to_word)
similarity = np.zeros(vocab_size)
for i in range(vocab_size):
similarity[i] = cos_similarity(word_matrix[i], query_vec)

# © ETHRZMUE , REFHELE
count = 0
for 1 in (-1 * similarity).argsort():
if id_to_word[i] == query:
continue
print(' %s: %s' % (id_to_word[i], similarity[i]))

count += 1

if count >= top:
return

LRI TIRFHRAT.
@ B BRI B £,
O 5 HISKiFE IR 1A ) EFNH AL AT A SR M B RIZABINE,
© ETRZMINENLR , IREFERENNE.

AT LR OB T U AR, ELROF |, ¥ similarity AT HITTE RS IRMEFEHHE
51, B ITRER R IR, XEBFE argsort() ATEXEEHM AR H1TTEHE. X4 argsort()
FIERTRIRF 3T NumPy ¥R TR BHTHEF (R, REMEEHANRS) . TERE—H
*.

>>> x = np.array([100, -20, 2])
>>> x.argsort()
array([1, 2, 0])



EARRBEST NumPy #4H (100, -20, 2] BN TTERBRFAFHITTHS. B, REIREAKE
MEXN N EHARRS| . ERERNIFR"SE 1 1MTTE (-20) "8E24MTTE (2) "E 04T
% (100) ", IAETRNAEMA 2 2R KACVEREFHS) , B, 3% NumPy $ERREANTTHR
FL -1 f5 , BMER argsort() Ak, #HEELEKNGITF , B TR,

>>> (-x).argsort()
array([0, 2, 11)

FAXA argsort() , ATRUIRMEF G BAIRMIE. PLEFE most_similar() EREAISCEL , T
EEIMEAEEA—T. XBE¥ you fEAE WA , B/RSHAMRER , REBANTFHR (5

ch02/most_similar.py) .,

import sys
sys.path.append('..")
from common.util import preprocess, create_co_matrix, most_similar

text = 'You say goodbye and I say hello.'

corpus, word_to_id, id_to_word = preprocess(text)
vocab_size = len(word_to_id)

C = create_co_matrix(corpus, vocab_size)

most_similar('you', word_to_id, id_to_word, C, top=5)
PATRILfE , SFEIITER.

[query] you

goodbye: 0.7071067691154799
i: 0.7071067691154799
hello: 0.7071067691154799
say: 0.0

and: 0.0

XMERRBEFBIRT you XANEETHIET 5 NMEMGAEAIE | A BIEENRER RIZMA1EL
B, MR EmLERTEN , # you RAFILHEIRAE 31, A 52 goodbye, i (=1) 1 hello,
X4 i ¥ you EBEAFRMIA , FIAZEMINETIERE. {82 , goodbye F1 hello HISRIZARAE
MRS , XMENNBREERANES. —NEENERE  XEAERERNT . EEE)
2 R RHVER FESH TA R A S5

LR, BB HBEE St iR RoRA T mE. B, BTG TENERNE
NMATT . ZHNREAR" , ERACAEFSEERTEINS, T, HITERALHIAIENK
BHER , HFIlX At R



2.4 ETF A ERRSust

E—ERAAUE T Sm g INAERE |, FHERE Tt RIRRIAATRE. B2 , XNHIEE
vE i?fvﬁjéféﬁiﬂﬂqi@ﬁo ATEATEXTH S T80 | FHERERERE , &?&iﬁiﬂﬂq"ﬁ
"D HRIER R,

241 REER

LTI R ST R R AR F R L IR, B , XA R AR R & TN
MR, MRBANEBE—TESIMAIC (BEURBRSHERRE) |, FBEHRERRAET.

bban , FAk=2 RE/MERES the 1 car KIHER. EXFMEAT , HKITESBEIRZ"...the
car."XHER4EE. AL, ENRHEILAEESIRK. H, car # drive mﬂﬂiﬁ@%ﬂ%ﬁ%
M, B2 , IIRA Eﬁﬂﬂ*}&:ﬂdu\%& 45 drive AGLL , the F car AR TR, XSk

E , (UXEF the BANNE I , b?)ﬁ%)iw)\jq'ﬁcarﬁfﬁfi%m*ﬁ?ét

KT R —E8 , TMERRE(SE (Pointwise Mutual Information , PMI) X—¥&#5, Xt
TFHHAZE Y, B11K PMI E)UIH—F (T | ¥4 3.5.1 Jﬁﬁ?iﬁlﬁﬁﬂﬂ
Plx,y)

PMI(z,y) = log,

—_ e (2.2)
2P(z)P(y) A

e, Plr) sor o gapmx | Py) sor ¥ st | P Y) 36R o F0 Y B S48
WK, PMI (S | RO LR,

wasEswE T, Plo) gieiend « 108 BRI, BB 10
000 448, Feeb i the a7 100 % , U ) = o = 001 gy

10 000

Pz, Ej‘.lggﬂ_—ﬁﬂ r K0 Y FEFHIAMEEE, &R the M car —#2HILT 10 %, 1Y

P("the”, "car” ) = o= = 0.001

WAE | BAMERLIERE (HURFRAAIINNRE) REER 2.2), XB , HHINGERER
R C B o MY goplaaerch C0 1) g8 o 7Y R iass sismh
Clr) Cly), wapEneangEich N, Uk 2.2 TUEEH :
; Clry) ; .
P(r = Clr.y) N
PMI(z, y) = log, oY) o X o, COY Ny o

‘PP T EEgE T C)C()

BIEX (2.3) , FTRABRHIAERESK PMI, FTEEITREMME—T. JXE{&& TR ER S E
(N) 510000, the £ 100 ¥ , car HEY, 20 ¥x , drive HEL 10 ¥& , the #0 car &I 10
Mk, car 0 drive 2 5 /&, XA, a0RAHIURER R ERE |, W5 drive ALk |, the #0 car

I RMEESR, MAIRMN PMI KA RBKRE , R EEHNE ? HKITBRITE—T.

10+ 10 000
PMI{"the”, "car” ) = log, ———— &= 2.32 (2.4)
= 1000 - 20

5+ 10 000
PMI("the”, "drive” ) = log, J— = T7.97 (2.

i
on
p—



GERREA , IE(FER PMIKIET |, 5 the 8Lk , drive 1 car BB ERMIAB M., XER(1EE
RIEER, ZFIAHEXANER | BRAFKITZR T BiRSAME IR, EXMEFF , BA
the AGHIISZ , BT PMI S HIET . NFH“=" (near equal) FRNEMMEERE

lL;\o

BRKNTLFHFET PMIXEE—MFRTENR , B PMIBE—/NEE, BEHE YA HAiRHt

sk 0 b, 1023 0= =00 syreis MRS, KB ERINAEATRENSESE
(Positive PMI , PPMI) .

PPMI(x,y) = max(0, PMI{r, y)) (2.6)

RIE (2.6) , Y PMI Z¥ES , HAA 0, XA AT LK BIR B AR R MR R AR THFT 0
AISRER. T , FRAIKIIEGEISEREE (A PPMI ABFEAIRER, FRATIEXNEREFRA ppmi(C,

verbose=False, eps=1e-8) ( " common/util.py) .

def ppm1(C verbose=False, eps=1e-8):
np.zeros_like(C, dtype=np.float32)
N np.sum(C)

S np.sum(C, axis=0)

total = C.shape[0] * C.shape[1]
cnt = 0

for i in range(C.shape[0]):
for j in range(C.shape[1]):
pmi = np.log2(C[i, j] * N / (S[j]1*S[i]) + eps)
M[i, j1 = max(0, pmi)

if verbose:
cnt += 1
if cnt % (total//100+1) == 0:
print('%.1f%% done' % (100*cnt/total))
return M

XE , 28 C RRLIMEERF |, verbose BRTE R AWML IZITIBONRE. HAIEXERER |, &
H verbose=True , AJAAT#IAIZITIBN. EXERAREF , ﬁﬂT{‘fﬂMi’iﬁJﬁE[ﬁ—k PPMI 4B (%M
HHTT BIAMSIEL, BRSH  4857 o R Y gotEhcgecn C L, y) et

N = Cli, y)
Clx) ZCH r) Cly) = ECH ) ZEE LY, R
IUFFIL. H4h Eiﬁ{tﬁfﬁﬂiﬂ ATBRLE np. log2(0)——1nf M{ER T {4/ME eps.

m T‘ 2.3.59 , AT BHIEFRECH OISR |, FRAVA D EARMT —MdvME., XEM
—8 , JBIEH np. log(x) BA np.log(x + eps) ,TU\BHJJ:Xj‘%&L;%i?iﬁ&EIJﬁi‘E%k

WA HIFEFERE A PPMI A% |, AU FEXFEATREL (7 cho2/ppmi.py) .

import sys

sys.path.append('..")

import numpy as np

from common.util import preprocess, create_co_matrix, cos_similarity, ppmi

text = 'You say goodbye and I say hello.'

corpus, word_to_id, id_to_word = preprocess(text)
vocab_size = len(word_to_id)

C create_co_matrix(corpus, vocab_size)

W = ppmi(C)

np.set_printoptions(precision=3) # BEEH3AL



print('covariance matrix')
print(C)

print('-'*50)
print('PPMI")

print(Ww)

BT, TSR TR

covariance matrix

[[01 0000 0]
[T010110]
[01 0100 0]
[0010100]
[01 0100 0]
[01 0000 1]
[00OO0O0O010]]

PPMI

[[ O. 1.807 0 0 0 0 0. ]
[ 1.807 0. 0.807 0 0.807 0.807 0. ]
[ O. 0.807 0 1.807 0 0 0. ]
[ O. 0. 1.807 0 1.807 0 0. ]
[ 0. 0.807 0 1.807 0 0 0. ]
[ 0. 0.807 0. 0 0. 0 2.8071]
[ 0. 0. 0. 0 0. 2.807 0. 1]

XH—k, FOVCRLINFEF T PPMI4E[%. ILAS , PPMI SBfE BN TTRIGAKRTET
0 IS, TAFRNT — P EEFRTEIERNFER , XAYTRIRT — N EIFRREEE,

B2 , XA PPMI B[R B HFAE—MRAMIEID , AR EER ERIA R , &4 Himm
SR AIEMN, MRERIEMRICEIAE] 10 77, NEiEm SRARMREAIXE] 10 7.
KPRE , 438 10 Fi4km &2 RISR.

FHh , MEKNBE—TXANERE , AKNHPRL TTHREE 0. XRBEEBFHRLERSHITER
HAEE , iR , SO TEAENEENRK. B, SHNRAENESTEIEFEZE
fafettz, MW xR, —NE RN IER R EHRE.

2.4.2 [E4E

FTEME4E (dimensionality reduction) , FREENX , BRI HMELE. BE , HFAEHHH

B MEARERB EEEEHEM LR, t1E 2-8 Fik , FNEMREIEN S , F4&
BT ",

___________________ o . /
i 1\
]

2-8 [RARER : RUERNH (BUELHT H) | FABUERRN—A%E



R 2-8 7, BEEBHRRT E , SAT AR , LUK FORA AR RN R R ORFE— AR
PRl . UERS , RET RIS ERIORE MR RE. XBFEERM—RE , EFHHE
%ﬁﬁ’é‘%ﬁgf“ . bt , (UER— N E DR IR ARES . ELAMIET , WAt
?j_—E o

m MEPRARSHOTEN 0 AR (RME) HAMGERE (BFRME) . XEK

B, AMBRmETRHERNM , AEDNAEXIHITERRR. 4R , MM

i@iﬂtﬂqké’zﬁﬁ%ﬁixﬂq 0 EERAERE, XN EEEGFMERIVERN BT H
7Re

AN IZEIRS , XBERIVEH TRMESM (Singular Value Decomposition , SVD)
SVD BAEESERENRA 3 NERERIZEAR , 2N F AR ¢

X =UsvT (2.7)
= (2.7) iR, SVD BESHERE X Mg U, S, V X 3 MERERTR , Hh UMV
B3R BHIERHERER , S 2R T AR TEUINLS TR ) 0 fstf4ERE. & 2-9
R E RN T X LR R,

2-9 ET SVD KB (HEBARARITHRANO0)

£ 2.7) 5, U BIERFEME, XANEFEFEMA T —LEmp i (EmE) , ROTTK
5epE U (R BiR |, S B S REAEX AL EEFHS, Fatk , JITTE
TREAA SRR WERN, XHF—K , 208 2-10 iR , BOIFERTRERMAATEE.

FRLpe] 0] vyt IR IT:

] ID FRL ] 1D g

2-10 ET SVD K4 RER

20 2-10 FoR , 566% S ETREDN , SMREMMERMER , Bt , TRUET ERER U +
MZ RN E ERITBRIATERE., AR EELIER AR PPMI 5[ R ARIE |, 56 X
HIEATAA XTI ID RN E | XA S ERBR4ERnER U' £R.



& BRI R IE A TESERE |, (B1EE] 2-10 %, AT MZBINE—3 , BREK
A, B, XESS SVD WNBNRTREMAEMERRER. BN A EFE RN
EE |, BSE A [20] F.

2.4.3 ET SVDHIpE4E

BTk, FAER Python 3RS SVD |, XEATRAER NumPy ) linalg #2HHH) svd Aik.
linalg & linear algebra (&MEAR¥N) BEFR. TH , FKOBIE— LI |, ¥HEHA
PPMI 4E(% , SRAEXTH#4T SVD (= ch02/count_method_small.py) .

import sys

sys.path.append('..")

import numpy as np

import matplotlib.pyplot as plt

from common.util import preprocess, create_co_matrix, ppmi

text = 'You say goodbye and I say hello.'
corpus, word_to_id, id_to_word = preprocess(text)
vocab_size = len(id_to_word)

C = create_co_matrix(corpus, vocab_size, window_size=1)
W = ppmi(C)
# SVD

U, S, V = np.linalg.svd(W)

SVD #T5ete, LEMAR U ASEH SVD HUMERRBRR, TE , RiE—FEHN
A, %7 1D 4 0 MEAREMT.

print(C[0]) # FIXEME
# 010000 0]

print(W[0]) # PPMI%ESE
# [ 0. 1.807 0. 0. 0. 0. 0. 1

print(U[0]) # SVD

# [ 3.409e-01 -1.110e-16 -1.205e-01 -4.441e-16 0.000e+00 -9.323e-01
# 2.226e-16]

W_ERUR , RECHFBEEE Wi 2238 SVD #As bR T &M E Ul0], MREXTXNEEME
PR | PLaniE e 4R — 4 E , BRI T RED AT,

print(U[0, :2])
# [ 3.409e-01 -1.110e-16]

XHFNTMTTA T B4, HUAE , A "M EFRREN 8 , FHEE(EER L , K55aT.

for word, word_id in word_to_id.items():
plt.annotate(word, (U[word_id, 0], U[word_id, 11))

plt.scatter(U[:,0], U[:,1], alpha=0.5)
plt.show()

plt.annotate(word, x, y) ER¥R7E 2D EFEHALIRA (x, y) HMITLHIBINKICA, $iT LR
RS, SR E 2-11 Fis 1,

TIRIEARAERLEAFHZEEL Matplotlib ARAHIARRE] |, Mt ERTREFE] 2-11 BrEARME.
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2-11  SIHIERERAT SVD , H7EE ELHIEN RN " LmE (i # goodbye EH)

MEXE AT AAIL , goodbye F hello, you # i U BHIE , X RS IENNELK. (B
&, BAFNERKERER/ N , BLERMLRAE. T, FROTEERERK PTB etk
BHATHRRE . B85 , KM ANB—T PTB #ik&k.

& RAERA/NE V| svD st E s OV ssme svo B85
N R EE BT EE, AP XEERTEERMAZIN , FTE A EA
Truncated SVDP2Y & &%k, Truncated SVD @i &k (truncated) ZFF{EE/INK
B4y , NS E R, T—1 , tEAF—EE |, FATKER sklearn FEK Truncated
SVD.,

2.4.4 PTBEUESE

BIBATALL , BAMER T B NMICABURENERE. XB , BITEERA—A KX NEERN'E
IR EXE—— Penn Treebank 58X E (AT #E#RA PTB) .

J PTB BRI LR AR RATAMNERE, A PhIITEER PTBIERERITE
FPSRE

FHAVERAM PTB BRI EFE word2vec A BAEFESHT- KEHE X (Tomas Mikolov) MM EH
R, XA PTBIERER A HHERIRMEN , SFEIAK PTB KISCEALL , £ 7 ATt
H, OIS HE IR B AEATR <unk> (unk 22 unknown ITEIFR) |, KRBT B
AN"%E, TH , KITEET XLETANE 2 FRSCASBIRIEX PTBIERIEFR. EAS% | B 2-
124507 PTBERERTONEA.

W& 2-12 fi7x , #£ PTBERIEF |, —1TRGE—AF. EABF |, HIVEFAH R FESEIRK ,
FHHEEMA—D RO FHIE. W, T8N A FRGEEA BN —MIRTH <eos> (eos 2
end of sentence RIFR) .



consumears may want to mowve their telaphonas a little claser o the tv seat

<unk> <unk> walching abe s monday night foolball can now vole during <unk= for the greatest play in N years from
among Tour or five <unks> <unk>

two weeks ago viewars of sevaral nbe <uni> consumern segmants started calling a N number for advice on vanious
CLUNK> MBS0

and the new syndicated reality show hard copy records viewers ' opinions for possible alring on the next day ‘s show
interactive telephone technology has taken a new laap in <unk> and television programmers are racing to exploit the
possibilties

eventually viewars may grow <unks with the technology and <unéc- the cost

B 2-12 PTBERE (XAXH) HFIF

%\ EBAZBATFHNE , KL NAFERERISEINANT A — KK R,
ok WFT AT AEAHHTANE | b, VAT REARIT R, R , % e
Y SN E ST

EARPF , AT A{EFER Penn Treebank $iESE , HATHER T £ Python L, X430
1f dataset/ptb.py 1 , FMBEEMNETER (cho1, cho2, ..) /. tkan , HITEUIE RS

Bl cho2 B , FHEXNBRFVEA python show_ptb.py. {FH ptb.py BFFITHR (=
ch02/show_ptb.py) .

import sys

sys.path.append('..")
from dataset import ptb

corpus, word_to_id, id_to_word = ptb.load_data('train')

print('corpus size:', len(corpus))
print('corpus[:30]:"', corpus[:30])
print()

print('id_to_word[0]:', id_to_word[0])
print('id_to_word[1]:"', id_to_word[1])
print('id_to_word[2]:', id_to_word[2])

print()

print("word_to_id['car']:", word_to_id['car'])
print("word_to_id['happy']l:", word_to_id[ 'happy'l)
print("word_to_id['lexus']:", word_to_id['lexus'])

[ B R RXEARD , FIERE —TERPITER.

corpus size: 929589

corpus[:30]: [ 012345678910 11 12 13 14 15 16 17 18
19 20 21 22 23
24 25 26 27 28 29]

id_to_word[0]: aer
id_to_word[1]: banknote
id_to_word[2]: berlitz

word_to_id['car']: 3856
word_to_id[ "happy']: 4428
word_to_id['lexus']: 7426

ERERIRIEFZ BT—#FE. corpus F{RTET 8218 ID 313K , id_to_word Z4 58] ID Hb A 1A
FIFH , word_to_id 24§ HiAFE4k A i8] ID T,



n_EEHHRALFT/R | {EF8 ptb. load_data() IIEKEIE. UUEE , €S EL train'. 'test' A
'valid' FH—4 , BNSRIXRIGAEE. MK BB BEEEF K —1. EME
ptb.py XEFHIER L.

2.4.5 T PTB ¥UBLEMEH

T, BRIEET BN AEN AT PTB $udEsk. XEEWEAEIRRA SVD X RIEMEHIT
SVD , AMERNTELRNRK sklearn 183, 1R | BAMATUEREARRK SVD
(np.linalg.svd()) , {BEXFEEZHNEMRNE, KIHCEARR LS , TR (
= ¢ch02/count_method_big.py) .

import sys

sys.path.append('..")

import numpy as np

from common.util import most_similar, create_co_matrix, ppmi
from dataset import ptb

window_size = 2

wordvec_size = 100

corpus, word_to_id, id_to_word = ptb.load_data('train')
vocab_size = len(word_to_id)

print('counting co-occurrence ...")

C = create_co_matrix(corpus, vocab_size, window_size)
print('calculating PPMI ...")

W = ppmi(C, verbose=True)

print('calculating SVD ...")
try:
# truncated SVD (fast!)
from sklearn.utils.extmath import randomized_svd
U, S, V = randomized_svd(W, n_components=wordvec_size, n_iter=5,
random_state=None)
except ImportError:
# SVD (slow)
U, S, V = np.linalg.svd(W)

word_vecs = U[:, :wordvec_size]

querys = ['you', 'year',6 ‘'car', 'toyota'l]
for query in querys:
most_similar(query, word_to_id, id_to_word, word_vecs, top=5)

XEB , ATHITSVD, B MEAT sklearn i randomized_svd() A%, A TEBIL(F R T L
¥ Truncated SVD , (XA FERKEEBAIHITITE , tTEERELLERIA SVD 1R, FIKML

A2 BE A/ INERERNRRBEARAKRS . PITRE , FTRUISATER (RAER T VL, /T
PAFE{E M Truncated SVD BN T , BIRINEEREA—HF) .

[query] you

i: 0.702039909619
we: 0.699448543998
've: 0.554828709147
do: 0.534370693098
else: 0.512044146526

[query] year

month: 0.731561990308
quarter: 0.658233992457
last: 0.622425716735
earlier: 0.607752074689
next: 0.601592506413

[query] car



luxury: 0.620933665528
auto: 0.615559874277
cars: 0.569818364381
vehicle: 0.498166879744
corsica: 0.472616831915

[query] toyota

motor: 0.738666107068
nissan: 0.677577542584
motors: 0.647163210589
honda: 0.628862370943
lexus: 0.604740429865

WMEREERTTH , B4 , TEWRE you , ATIAEE i, we FAFAITHAERE , XLHBRDE
i FEHMRAENIE, BF , TiA year & month, quarter Z3E XA , BifjiA car
auto. vehicle &L XA, &b , ¥ toyota EAE MRS , HILT nissan, honda # lexus &
‘)‘%ﬁ%lﬁﬁf‘éﬁﬁ%ﬁ%ﬁﬁﬁﬁo BIXAE | £ NEBEE LMK RIRRIAMEIENEE |, XTSI
REDE.

AT IR IR S RS T ME , ARA SR | ERERE , iTHE TR #E%
£, Belligt PPMISERE , BET SVD B4ERSIFNRRRE. XME BRI HAFRR
N BRFRNBEEKENEERE.

HEAEHRET , KNRAET 5N BIRKIE R |, B2 7] MEAF £ H AR SR A XAt
S, A P S R HOVE R I AT AR AT SE A A B B ) A AR !



2.5 /N

AT, TLBRES AR , FAIR LRV RRE AT BRI TIE. ATEEIX
—B#r , TN ABTETRIGNARRTTIE , WERTET IR IE.

ERETRMGNARKTTE | FRALENE R Z BRMERM. SR THEFEE RN, £k
WA EWAERS) (bean , RREFRAMNESR]) . MET IR IENEREF 53 B #1A
BN, FRHFORAME, Bk , B2 AR INIEsE |, BHE AN PPMI5E(E , BE
T SVD 4R Sfeit , RIEREESMRIRNSHIFR. o, TINNELWAT , XHK
DHXFRARES LEOEE AN AR 2R B8 _ L BRI R,

AT TR IEER EERSCASEE |, AT T ST RS, Bk , BRI ER =(E A1
JEHIREL (cos_similarity()) . AT E/RAEINBAIRIKHEZHREL (most_similar()) . XL&
R ERENETHFELRE.

FEHFHIRNE

{2/ WordNet 5[ SRS |, AT RURERIE SRkl & 8ia) R AR IUE 5

AR SGANARP T EFERAEFTEAREAN. FaEEHFRS

AT, ERERE RiRst TR ENR TR A

ISR SR B 7T TR Z BT BiR & X REM SR M A X — 2 AR

E%E;{}I‘fé{&ﬁﬁ&* , SPERHET &> 295 F Bl 0 298 0 IR T B E
(= FHLEEF)

IR INAEEEE R PPMI SBEFHIR4E , ] LUK KA B 5 A/ NN &K £

o EHENEETAEYT , & LK SaiREE HENV N ER



£ 3EF word2vec
“REFIETKIE , IANELHEE, 7
—  EATRER CREKTAE) (KET (ER%) )

EKEL—F , ABNTANMERWNN TR, EL—FF , FNMERETIHRNAIEEET
BRMSHAFR, AEBANTAHIENERTIE , ETHEERNAIE,

g B, ETHENAIAER T HIENS). 4R, XERHEEN G RREHEmLE, K&, &
) word2vec ¥ £515. FKITHHIRZ BFEIE SR word2vec RILEM) , FHEIT ARSI ANIR
e IR,

AERBRESRI—/ME K word2vec, XAMEER) word2vec &R E B SIRMRME | TR
H— L IEEER, AL, N AR ERGERAERIESE |, (ERTEAIE/ NUEESTTAM,
T—EEKNESXT XA E ) word2vec #HTRH , AR —"EIEM "word2vec, I |, it
A — Rt NETHIER A EF word2vec gt RIE !



3.1 ETHERNAEMFE ML

Fim 22BN RRILIEENKNZHRTT | K P E T iZ KRBT A AR A« —Fb
EETHHNAE  F—REETHENAE. RANEERFRFS NWAELEHRK , B
EMENE RN HER.

AT ENPEFEE BT I A ENER |, AR A ERAENBERAE——ETHEN AR
. A, AT MEF word2vec FIHESR THE , HiTLE — 1 AL MR LI AR KBIF-,

3.1.1 EFHERAZERNRR

W E—FFN , BT IARIE— A iR A B N SR 0 IRk SRR % s, Bk
SeA TR BRI AEINAERE |, YOI ERET SVD , RIS EEME (BRIANAHAFR) .
B2 , ET R IEIEA IR RAAEER R < R I EEL

MR T ER AR AIMBEIFE K, bhan , EREHRICERT 100 734>, #0RiA
ICE#RE 100 A1, BARRAET RN IENFTRLER— 100 77 x 100 THEARERE , B
XA EERFIAERERAT SVD BARE RESKA,

N\ SHF—4 1 x N gosae , svo mazEe On°) | skt e s n Wik
B . A RRTERA | BB R EN M ITARE, SR b, FURE R ARG
SERERIME TR | BT — AR S SN | (B2 T A R A R AR ).

ET A IAEREMERENSOT R (FLIAEMEA PPMI ) | BT —)k4h8 (SVD %)
HIFRRN N HAFOR. METHER T IAEBFEML | BH/E mini-batch #E_ LT
5, XEREHEME—XATRE—BAFIEIE (mini-batch) |, FREFFRE. XFkr
SIHLHI_ERZESFNE 3-1 Bk,

LS e e TRl NN E | Balehs |

ERE — 5D Ul = MR

3-1 BT AR TR iR b



20 3-1 fizR , BTV A E ISR SRS MR ke , BETHEERTIAERTN S

WIRB S, XERE , MAICERAKERET |, BIE SVD FHITHERAKRSIEITENEN
AL, AR MR AIIERI 3R £ S). IFE MBS A MERZ Al £4° GPU
FATRAT , AMMMEEANEI TR, 72X E , ETHERGEEEMS.

ETHERN A EMET T IEMELE , B —SHARMR A, X FX—m , AR T#
HRAE (FFRE word2vec) 2 Jg , HIT&7E 3.5.3 THEIIITE.

3.1.2 ETHRRAERRIE
HEFHIRM AN T ETRER IR, MNE 3-2 FiR , YaH AENSEE (L Tx) &, W
W2 "SRR |, XREHEE,

you ! goodbye and i say hello.

3-2 ETMmsaA (EF3X) |, Wl ? "Ahiitasia

fiRITE] 3-2 PHERRE A ME |, MEETHEBENAENEIRMES. B R KL
AL, ATASE SRR BE . W RS A, XA HEE RN & 3-3 iR,

3-3 ETHIENAE - AL, 1A £ A EUs R

20 3-3 fi7n , ETHEERFIASIA T EFMER |, BATPRFREME AT IAER, X MERR E
TXESEAGA , Fid (TREthIlK) SRR HIMER, EXHFRIERS | ERERE
SRFSIHERY | 2 BB IERRITION . 4h , MENRELE S, BA 1R T R fmataR
R EHEETHENAENLHR,

L;’ ETHIRENAEMBET A E—# , UETAHRER. HHRNRREREIRE
NMEEHEBM SRR, ETHERENATEEX—BREEAT _ EmrFUNEER, BET R,
AERWFIE , A ET A BRI R R R E R,

3.1.3 MK AR R %

MINFETFE | FRAVEE ARG kAL IR 87, BR , HEMEK AR LR you 8% say :XEEH)
iR, ERMEMELAIERR , SELERIREAIEEKENRE. X, —FARNERRIAE
44 one-hot FR7R (one-hot ME) . #£ one-hot F{"ARF , RE—ITTHE 1, EtbtHEERE
0,

FKKF— one-hot FRRHIBIF. F_E—F—# , FK{1A"You say goodbye and I say
hello." XM —ANEHIERH RGBT, EX/MERES , —HF 7 M 8iF

("you™say™goodbye™and™i"hello™.") , M , 4 HIFAT W AE 3-4 FT7RE one-hot
RN



1 ] HLEID one-hot 22 718

VOl 1] (1,00, 0,0, 00,0

BO0OADY } (0,0, 1,0.0,0,0

3-4 B35, #i8 ID LR E{IH one-hot FR

A 3-4 B , BARMFIRASOA, 247 ID A one-hot R, KK | T RIA4LH one-
hot &1 , MEB & TR M TATAMARZNME | F42817 1D WLHTTRRHN 1 , BT
FH 0, it , ABREAHANETKENRE , HEMAHE N\ R T AT B
EE Tk (E35) .

you say coodbye

EI35 HASIOMIST | SAMETHET &N 8T, EhmETh 1 0t IR ass , %
0 Hty PRI (el

NE 3-5 Fi7R , MIABH 7 MRETTERR , AAINNT 7 89 (5B 1 MR TYET you |, 5

2 MR TTXI T say) .

MESBHTRMBRERT . AAREERRRRAME | XM E 7] ABRM AL ML K &

Z“F%E_’?ELHEO tean , 33T one-hot RIRKEA 1A |, (FRALIEEEN I TEMANEILLNE 3-
TR



3-6 ETHEMENSEZENTS : HABNEMHETAANET 7 M08 (FREEN
HETEAN3 )

WME 3-6 iR , £EZEBIFREEME TR, XUFLHENE (%) , ENNEAEH
LITTHMAF A B ERHETT., B, AEFARSEREREAREE (XEATEREREX
% word2vec fiEl) .

& FERENSIERERSTETEEMERA. EREREFIMERT , HER2
EREN , BRI LLEREANMERRE., £4PT , MERREENSEEERST MatMul =
(ZBELESE 1 E5HK) .

£ 3-6 F , MR RIRERRASIAFRN. ZfF , AT R RNE , HITEERE 3-
7 FIAREIFTIE.

37 EFERENTRIIER | SLERENNERTN—1 7« 3 BRI W 5
WA, HNB—THEL, XENSERZELHTUE I T K Python {#5,

import numpy as np

np.array([[1, 0, 0, O, 0, 0, 01]) # #WA

np.random.randn(7, 3) # NE
np.dot(c, W) # AR

C
W
h



print(h)
# [[-0.70012195 0.25204755 -0.79774592]]

XERRRLE 2497 ID A 0 BAIRIZRIR A T one-hot &Rk , FFASIEREEXMH#T T M., EXE
3, eEEERTEIRIT AERERFRI T, XA NumPy # np.dot () K33 (AMEE) .

%\' XE , MAYEE (TE ) WA (ndim) £ 2. XEFET mini-batch 48 |, ¥
BIMUBREFETS 14 (04E) +,

FERFTE—T c M w I THRERFUTERMTT. 4 , ¢ & one-hot IR , 73 ID SV
JCARE 1, HAtIT AR 0. HI , 20/ 3-8 fiv , EAMRELSFI ¢ F w AR SRARME S T 42
BURERNS TR,

o
2
Ll OO0 00O0O0 ® <
.
@)
c %4 = h

3-8 LT c MIRE W RERERFAT , MRAUERTRESRR (RERNENTROKX
NAREZR)

XE , (U7 REMNEN TR EMATRERIATEIFGARRAERR., XTX—R , HITEE
4.1 Tt TEE, HAh  ERRERMTIREH AT UEM S 1 EHSI MatMul Z5ER , 20T AT
7Re

import sys

sys.path.append('..")

import numpy as np

from common.layers import MatMul

c = np-arraY([[1: 0! OI Ol Ol 01 0]])

W = np.random.randn(7, 3)

layer = MatMul(W)

h = layer.forward(c)

print(h)

# [[-0.70012195 0.25204755 -0.79774592]]

XE |, EK{IESNT common BETH MatMul B, ZJ5 , & MatMul ERIAER AT W, 3fE
A forward() AIEPITIEM (L%,



3.2 AEMK word2vec
E—TEMFEITETHEN AL, FRETREEITS T MG P RRRAIETE , ZHEST
e T , TLERRT&KI word2vec 7,

FAE M EE R BHE MR i A2 3-3 Frospisfls, X8 | IK1EHABEER word2vec 12
14 1 continuous bag-of-words (CBOW) [HItEFIME R 3R pLg

& word2vec —AIRYIAXERREFHE LR , (BEMEZAMNIMT , EELEET ,

WIEHEMLGHIERY, 1ERpb , CBOW #EEUFN skip-gram #5542 word2vec s1g FFE

gzﬁ%‘g% ATENGEEEITIC CBOW A, XTFXPMERRNES |, FAPEE 3527
M7 1 %06

3.21 CBOWHSEIAHRE
CBOW IR 131 E T XRNEADAMMERS ('EAmT RIEhEwa  RmENSIL"
—I?Ct%):Z . BTYIZRXA CBOW 2! | {FHAER T REtdHTIERBOTUN |, FRAT7T AFKIS 2R K4
HAFRR.

CBOW AV AR LT3, XA LETSCA ['you', 'goodbye' ] XHERIBIRFIFRFKIR, KITH
Hit# ok one-hot ®Ix , PME CBOW #EEYA] DA TANE, 7R ERE £ , CBOW fREIFRILE AT
B A& 3-9 3XFE,

Wi,

Wout |0 i

IJ_I/}” e hello

3-9 CBOW #HEYKIMLELEH

&l 3-9 & CBOW #AVKIMLZ, EEMAMMAE , @dTEEZFHLEE. XE , NGAEZF
AR REARNSEER WEA Win) A, b RERHE EHE T REH—4



2ERE (*RE%.I Wout) TR

E&i B | FABAIN ETXEERA B, ABARERA. RN TR
N 437, UHAELE N A,

M | RATEE—TE 30 MEIE. MA , REENHETE S NN ER S R S
BiotE Y. WERRGITTIE  SOERRTMR , %1 MBARIHN 1, 8260
ith b | BachmEmmage s ),

RERE 39 FHHHE , JMAHEY 7 MIET. REBENE | KA T A%
7. i ENMETRE N EANES  TRERK , RN SN ISR, 55 R
HETER AR A > TAOME |, STIXEEAR40 R B Softmax BB , BT IS HIER.

' ;\T BIPREASHET Softmax EZ EHHETHAMEHEZE. X2 , HITEHLEIHNT
AR AL E.

M 3-9 FiR , NGABEEF EEMTkEEEE WERE Win) i, i, @358Em
%%W5;§—¢7x3mﬁmoﬁmmﬁ—T,ﬁ¢uiﬁ%ﬁmgmﬁﬁmﬁﬁﬁﬁﬁ,w
-1 TRo

3-10 MEREITHEEN RN HARR

2N 3-10 FiR , NE Win pgTREEEAN BANAARIOR. BURESS  AFEFHEN
R AARRR , PUEM A BSOS & 24 HINAK AT, S ATRUTRE | JERS K &
TRIFHURT BATA) & AT T 4whS. XHE word2vec 24,

LJ P ERFETHREILMAR DX —RRER., PREFEHINRIRMFRESE
WA , NM=ARERRERR, XN, PEEHRENT HROARTEMZHARD |, X4
LT UwAL" TAE. A EIERMEERIFHIBERMOTSFENFRA AL, X TR IRIDH)
SRR RATA T IERHIFES.

FIEFCAL , AL TABERT CBOW 58, THE , ZAINENAHEIR CBOW #5E!, X
B3k, XK LEMANE 3-11 FT7R.



10, 0,0, Mlardul

I%{hl

—— b0 Mlathul

Wout

MatMul

Wi,

& 3-11  EHATH cBOW HEVKRLELEH : MatMul EHRERRAE (1Win, Wout) EZE
EBNEF

2NE 3-11 FiR , CBOW #EEI—FFAB I MatMul & , XWAEfmESmE—#., RiE, Xt
XAAEMESEIRERDL 0.5 K4S |, TS EIFEERN#HET. &F 5 — MatMul Z
BTFEERHET , Bitiss.

é? | AERRERLIEEERAIER MatMul RRIEREHRIE, XA RERTHTELE
.

& 3-11 , FAKSKW CBOW RBUHEIE  (RIsK1sHmdRE) BRI TAR (5
ch03/cbow_predict.py) ,

import sys

sys.path.append('..")

import numpy as np

from common.layers import MatMul

# FEARR TR

c0 = np.array([r1, o, o, 0, 0, 0, 011
¢l = np.array([ro, o, 17, o, 0, 0, 011
# NERYIAE

W_in = np.random.randn(7, 3)

W_out = np.random.randn(3, 7)

# £RE
in_layer0 = MatMul(W_in)



in_layer1
out_layer

MatMul(W_in)
MatMul (W_out)

# 1EM{EHE

hO = in_layer0.forward(cO)
h1 = in_layer1.forward(c1)
h =0.5* (h0O + h1)

s = out_layer.forward(h)

print(s)
# [[ 0.30916255 0.45060817 -0.77308656 0.22054131 0.15037278
# -0.93659277 -0.59612048]1]

XE , BBV ERNE (W_in Flw_out) ¥liaK. R, ERSLETXHERBEEE (X
EERWD) HAIEHAEN MatMul & | B HER— MatMul Z. FEEERNE , AW
B MatMul EHZ4E W_in,

ZJa WM MatMul & (in_layer0 F1 in_layer1) YAM forward() 77i& , "TEFAI%EE |
FiETHE M MatMul | (out_layer) TE BN RIEKIG .

A_ERiE CBOW tREVHEEITAE, X B IK() AR CBOW 187U 2187 b FifUE R Ay SR R
REH, [RT ZTMANEREZRNES , FHIRBHAER. HTkK , TAVEEF—T CBOW &4
HF.

3.2.2 CBOWHERIKF¥S
FEATALLE , FIIAAE00 CBOW HEEEHLE Bt T &N MIAIA84 . BT X L1543 i F

Softmax ER¥K , ATRURIGHER (B 3-12) . X MRFRIPNRFSHIELEN LT (FE
F3) El,

)
)
?l I'1";i|| o "

11"'“'['_ —II.\- l'|-.. ]

0 1_1_,—':_“ . hello (

& 3-12 cBOW HERRA (T REMNK/NIKERR)

£ 3-12 FRg9BIFH , ETFIGE you Fl goodbye | IEAMIERRSE (142 M4 TR RO 82
W) & say, XBf , IRMERE RIFONE" , IBAERRERME T |, X IERHIRKA
LRI NXES.



CBOW RG2S 3L 2 AHANE |, LUETUERm. HaRe  E Wi it Win fn
W %) $I5EE4 0iaitmm e, IR RN , CBOW 485! (70 skip-gram
BRR) SRINBIRNAMRFR , SRR ERAEERRIFAAEER FEE I RIN SRR S R
N, RS INEE EFERNERNESERE.

W oo R B ML, SRR $SAS
SARFROA—E, Lo, RER R XM EERN LTS HRER , AL
A SRR S SRR S R F o B RAAR AL

WAE , BAVREE— T LRHEMERES), HRREE , XEBA VA RREIE — 378K
RIS SAPEMLE , L, HIHTF SRR LA —T Softmax R XUMRE. &5 , M
Softmax ER¥RAF N E AR | BSKIXEMRMEELZ AR RE | FPRHAEATK
BHTFES) , X—I AT URE 3-13 &R,



Wit il

Wi

| LEg

i.:1
i WMl Sl i

Hr A

Wit

W

3-13 i CBOW MRV ML L5H

& 3-13 foR , REm _E—TANBIFTHIER CBOW #EUN_E Softmax EF1 Cross Entropy
Error & , MATRAISEHRK. X2 CBOW ARENTEFRKHIRIE , XN T ML M £,

S5RE 3-13 {FT Softmax Z#1 Cross Entropy Error [ , (B2 T XA BRI AT —
A Softmax with Loss Z. F, , I T RESINAHMLE SChR_EanE 3-14 iR,



yil

(1,006, 0.0.8) = MatMal

by

010000 —» Vhid |

sy

(0,1,0.0,0,0.0) —

Siflmay

b with b




3-14 ¥ Softmax EH Cross Entropy Error E4t—} Softmax with Loss &

3.2.3 word2vecINEN S HRARR

ABIHTE , word2vec spEFRMMSEATAME , HREHAMKSEERORE (Win) g
g EERRE (Wou) . —BWE | ANKRE Win gg— TR TEA 8imm
AHRFTR. B, W WEORNE Wour WERHRESE T XIS T T MDA E, RE
& 3-15 FivR |, Hth MEKARE TS 758 LR T £ BIRM 2 R R.

Yol . Z = 2 £ ~
[ ]
Ly [ ] o
and
- o0 ®
- 00 e0 O

ne

o

Win [[ out

3-15  HIAMFNHL MAAEET LBEAARRANA HRFR

B4, BATRARLE RPN ARELEALRIR N HRFRIE ? X EH =E.
A. RUE R A MIFIANE
B. R kit M E
C. REHE AR IE

ARAMAER B AFEAAP—NE., MAEXAAE CHIBERT , RIBAFTAHEXHME ,
FaESFHAR , HP— AR E A A XA ER M.

# word2vec (#5712 skip-gram #8Y) ME , RIXWAKZFER A, FZHIR HAME R

MR E Win fen B taoR, BImx—E% , Ritem Win fensiag
BHRIR.

LE 3k [38] 1B SESUERR T word2vec [ skip-gram &I Wi smats, 540,
1£5 word2vec A GloVe[27] F7iE , B FAEMM , hIKE T RIFHLER.



3.3 FIWHERESR

1EFF1E word2vec IFSI 28I, FRATSERAERF S SR, XEIRA1MBL"You say goodbye
and I say hello." XM RE—ANEHIEREAGIH TR,

3.3.1 _ETFCHBRA

word2vec F{ AL WL A N\ £ T3, ERNEMBIAE RS0 T aE T Er S
W, BIEARNA, WRLER , BNBMHNFER , YamEmA\ LT , &8RS B
RS (NTEEX—BARMETES) .

TEFKTANEREER ETCNENA |, 20E 3-16 FoR,

corpus contexts target

vou say| goodbye and i say hel

vionl say | goodbve and i say he 1y, Al

vou say goodbyve and| i say e
VoLl say Fooclbve ancd 1 say e

VO say Eososcllve ancd 1osay

3-16 MWERFELER ETIXHBIFA

H£E 3-16 FF , BB EF KB irIEA BN |, BEBBRRNSARE N EFREE Sk, i)
SHEX R AT BIREBITIZIRE (Minfsiaikss) | TRASRIE 3-16 A contexts

(EF30) 0 target (B#RIA]) . contexts MIBITRCAHERMLEHIHIAN | target IEITACAIE
MR (ETNE SR . B, EREHREAEIES , L TXEZAN8R (XMIFFER
N, MERANRE—A , BREETXERT %I contexts,

DA |, BAPRSSHLMERH A PR BARAIRREL, L2 AT, FA1EES— T L—FHR
. B BERENXAR ARSI D, XFEREMEE 2 TXXIMM preprocess() R,

import sys
sys.path.append('..")
from common.util import preprocess

text = 'You say goodbye and I say hello.'

corpus, word_to_id, id_to_word = preprocess(text)
print(corpus)

#[01 23415 6]

print(id_to_word)
# {0: 'you', 1: 'say', 2: 'goodbye', 3: 'and', 4: 'i', 5: 'hello', 6: '.'}

$RJE , MBAIA] ID 313 corpus 4K contexts # target, BA&KiR , 20 3-17 fior , SREL—14
WHASE corpus BFIR[A] contexts Fl target HIEKER.



corpus contexts target

01234156 — ‘

Ak - (33;] Yﬁfg_{E,EJl yf~k.i6,|‘

3-17 M B33 ID 313k corpus &% contexts # target fIF (L TXWBEOKX/NA 1)

W& 3-17 fI7R , contexts B _4E¥4A, IUAT , contexts HIZE O ARFHESN ETHUE. A
&K% , contexts[0] fRTFHES 0 LT3, context[1] RFEMES 1 A~ LET3C.....AHH
FMBMAMES | target[0] REMRZSE 0 NBARAl , target[1] REREZESE 1 MNBRA......

WAE , FANRIFLXANER LT XIBIRARRE , XEEHEFRA

create_contexts_target(corpus, window_size) ( = common/util.py) ,

def create_contexts_target(corpus, window_size=1):
target = corpus[window_size:-window_size]
contexts = []

for idx in range(window_size, len(corpus)-window_size):
cs = [1]
for t in range(-window_size, window_size + 1):
if t ==
continue
cs.append(corpus[idx + t])
contexts.append(cs)

return np.array(contexts), np.array(target)

XN ERMAWN S — N2 H8IA ID 3R (corpus) ; F—MELETXHELAKR/N
(window_size) . FH4h, BRBUREIRIE NumPy SA4EARKK_EFICMBARA. IFE , Bl
SRSKBRE A — T X R, HERIA RS , AESI T 7R,

contexts, target = create_contexts_target(corpus, window_size=1)

print(contexts)

print(target)
# [1 234 15]

XEEMAERELE T L TXMBARA , JFRAFBREE( IS CBOW LEBNA], R, FAX
L PR XMBAMARITRE R 87 ID , FIAEFZR 1A one-hot &R,

3.3.2 #4k5 one-hotR//x



T, B LT BARARE A one-hot 377K , 4NIE] 3-18 BT,

contexts  target contexts  target contaxts target

=

(6. 7] L (b,

3-18 ¥ EFSCHBRFAHEEA one-hot RRMBIF

2NE 3-18 fiR , £ FSCAMBARIE M ERIA ID H4AT one-hot /iR, XEFEEAEENLEMHA
K. 1 EEMGIFS , fF A5 ID B contexts ITERE (6,2) , BHFEA one-hot 3%
Na, BRER 6,2,7).

AHIRMT convert_one_hot () BR¥KRAKE #17] ID #5448 one-hot /iR, XA eREAISRIELA Bt
B, WRREH , AAFS7E common/util.py . XERFASHUR I ID SIRMIFAIC R, FKA1B
£ B ATALREBEERA I EE—T |, A FATUR.

import sys

sys.path.append('..")

from common.util import preprocess, create_contexts_target, convert_one_hot

text = 'You say goodbye and I say hello.'
corpus, word_to_id, id_to_word = preprocess(text)

contexts, target = create_contexts_target(corpus, window_size=1)

vocab_size = len(word_to_id)



target = convert_one_hot(target, vocab_size)
contexts = convert_one_hot(contexts, vocab_size)

ZEI, FIBRNAESEMTRT , TEKIMRITSREZRR CBOW #ERIKSC]L.



3.4 CBOW #EEUAYSIL

HAE , ARSI CBOW 2R, XERIINRAHFEMLZ A 3-19 Fi7R.
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3-19 CBOW HEEUKMLE LM

FKATHEE 3-19 R LG SKELA) SimpleCBOW 28 (T —E4 SRELXTHIHAT 7 Budi ceow
%) ., B, WLEK1E—F simplecBow ZEMHIAATR (© ch03/simple_cbhow.py) .

import sys

sys.path.append('..")

import numpy as np

from common.layers import MatMul, SoftmaxWithLoss

class SimpleCBOW:
def __init__ (self, vocab_size, hidden_size):
V, H = vocab_size, hidden_size

# VIR HWAE
W_in = 0.01 * np.random.randn(V, H).astype('f')
W_out = 0.01 * np.random.randn(H, V).astype('f')

# EE
self.in_layerO
self.in_layer1 MatMul(W_in)
self.out_layer MatMul (W_out)
self.loss_layer = SoftmaxWithLoss()

# BITARRENEEIRR)SRF
layers = [self.in_layer0, self.in_layer1, self.out_layer]
self.params, self.grads = [1, []
for layer in layers:
self.params += layer.params
self.grads += layer.grads

# BERNAHAFREENRRELE

self.word_vecs = W_in

X2, YA A RN SHETERIC/NR vocab_size MBI EH#HLIT N hidden_size, XTF
NERVIAY, , BERNMERFAME (W_in M w_out) , FFA—L/NAEHENIE XX F
=, li:% , HAFERE NumPy SARIEIRZEE A astype (' f') , XFE—3K , ¥AWR(ER 32 fi;
FNET=t @

¥BE , BIRBLENE. 8% , £ HAMNE MatMul B, — M@t MatMul Z , A
K—A> Softmax with Loss &, X2 , FRAIEH AM_ETXHK MatMul EREBES L TXH#
WHEMR (AFIFERD) . B, FAVERERMAEXRYANE MatMul &,

&I, AL E BN ES BB E N ARFAES IR IR AL E parans H grads

MatMul(W_in)

B

& XEB , 2ANELZARMNE. HL , params FIRPEFEZMEERNE, B,
1£ params J|RPFEAEZS N HRIKNERIERN T , Adam, Momentum H R ZHNIZITERE
BAFETH (ZOMEKNMWARBMET) . A, £ Trainer Z5KNER , EEHS AT L3t
ITRBAMEERE, KTX—m , XBEARIR , BXBHIZETUSE

common/trainer.py B remove_duplicate(params, grads),

TR, FARSCUAREMEERIE R Z4% forward() BR¥L. XM EREBIZMSEL contexts
target , FIR[EHIK (loss) .

def forward(self, contexts, target):
hO = self.in_layer0.forward(contexts[:, 0])
h1 self.in_layer1.forward(contexts[:, 1])
h = (h0 + h1) * 0.5
score = self.out_layer.forward(h)



loss = self.loss_layer.forward(score, target)
return loss

B, HBIURES I contexts B—AN=4E NumPy $28 , Bl _E—7E 3-18 (6 F (6,2,7) I
K, P 0 ARITENRE mini-batch K¥E |, 5 1 ARTTEMRE L TXREL XN,
% 2 4i5R/x one-hot M E. K4k, target & (6,7) X4,

&Ja , BNSRBUR A 153 backward(). XA RAEERITEELIE 3-20 fi7R.

3-20 CBOW AR £ | HAKMATRRREEERNRE

R B R SR ESIEREER RN AR _ EEESE. XTMREGEEN 1BE , FEEER
Softmax with Loss B. $X/5 , % Softmax with Loss B R F{EEHEE ds 1E215H%5 M
MatMul =,

ZIEHR X EE R R AR, X B R A R R ) R N\ (B ST fR SR A
E. "+"HRREERUEEEE R L%, BIHRIRE] 3-20 kIR @) &%,

def backward(self, dout=1):
ds = self.loss_layer.backward(dout)
da = self.out_layer.backward(ds)
da *= 0.5
self.in_layer1.backward(da)
self.in_layer0.backward(da)
return None

Ei, REEENSINMERT . HKINELE S IMNESRNBERELT RRAKTE grads F.
Hitt , BT forward() BR¥L , B backward() K%K , grads JIRFHBEHEH. T
M, FRA4KERFE—T SimpleCBow %S,

FIHEL
CBOW #2872 S F— RANIEMLE (2 SITERAAR). Bk , AIEMBERITESIIIR. A

Ja, KEE , HBELEFNESH., XB , KIMEASE 1 ENAEM Trainer ZPITHEI TR
FIRIEARBIN TR (< cho3/train.py) .



import sys

sys.path.append('..")

from common.trainer import Trainer

from common.optimizer import Adam

from simple_cbow import SimpleCBOW

from common.util import preprocess, create_contexts_target, convert_one_hot

1
5

window_size
hidden_size
batch_size = 3

max_epoch = 1000

text = 'You say goodbye and I say hello.'
corpus, word_to_id, id_to_word = preprocess(text)

vocab_size = len(word_to_id)

contexts, target = create_contexts_target(corpus, window_size)
target = convert_one_hot(target, vocab_size)

contexts = convert_one_hot(contexts, vocab_size)

model = SimpleCBOW(vocab_size, hidden_size)
optimizer = Adam()

trainer = Trainer(model, optimizer)
trainer.fit(contexts, target, max_epoch, batch_size)
trainer.plot()

common/optimizer.py FIKHLT SGD, AdaGrad FZNELZMNSHEF AL XB |, FHIEH
Adam Bk, %8 1 ZHTIAR | Trainer ZXLPITHEMBHFEITFE |, BIFAFEIHEEFES
mini-batch AHEMEUEEBE | I B EAMRUR UETNESIHE—RIERIE,

\ ZJ5  FAMAER Trainer RBHTIMEMANES), £ Trainer % , TRUBERS
B EHESIRED,

AT EERAR , £ER0E 3-21 BR,
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3-21 REABRFFISRE (BHRTESINEARE , YHRTRHRK)



20 3-21 fi7R , BEARMES] , |KRERC)N , BEEFIMTE—YVIES. HIBRE—T¥

SRFEHNESH. XEB , FATBEHANK MatMul ZHRAE |, KRHA—TERRNS. B

@%&J?—E I\HflatMul EHNECAEWEL T BREE word_vecs , SIS EEMAEE , FK{TEM
F

word_vecs = model.word_vecs
for word_id, word in id_to_word.items():
print(word, word_vecs[word_id])

XE , {#H word_vecs XNEEREFANE, word_vecs KRITHRIE T M AEIA ID KA K
Ne SKFRZ1IT—F , AJABEITREER,

you [-0.9031807 -1.0374491 -1.4682057 -1.3216232  0.93127245]

say [ 1.2172916  1.2620505 -0.07845993 0.07709391 -1.2389531 ]

goodbye [-1.0834033 -0.8826921 -0.33428606 -0.5720131  1.0488235 ]

and [ 1.0244362 1.0160093 -1.6284224 -1.6400533 -1.0564581]

i [-1.0642933 -0.9162385 -0.31357735 -0.5730831  1.041875 ]

hello [-0.9018145 -1.035476 -1.4629668 -1.3058501 0.9280102]
. [ 1.0985303 1.1642815 1.4365371 1.3974973 -1.0714306]

BNATRRINRTA T BENE | ZIAERANAHRFRR. BAVFHEBMAE , IHNAHR
RNREBARIFHURIR BRI X,

AW, &R , XEFERR/ NUEREFIBARMRIFNGR. UR , TZRRSERELRN
T, MRMEAEKR, FXARERE , MESHKESEFNGR, B2  IHELERETEN S
HILFREIE |, X R EALHIXA CBOW RSN FR R A EFE/LAN AR, T—FK

TR BEEEIX MR B CBOW AR | SCHl—MHIER)"CBOW 2EY,



3.5 word2vecf£r7EiEA

ZI , BANFEMRZRITT word2vec i) CBOW 48R, 35Tk , FA TR XT word2vec #hFEER LA
FEERNEE., 8%, BNMERNAHE , BRE—T CBOW 151,

3.5.1 CBOWERUFIEE

H SRR — TR R Ak, ABERiEh PU) | banse A &4 rolsinh
P(A), peamrinn DA B) | sormser AMEH B R & ERBE,

Fwikiny PlAB)  smema spstmrEs, NE—REXE  BTMER
KAATEN B ((58) ME4 A REmiER",

N, FKOVBRKFRRT AR CBOW %8, CBOW BRAHTHRAMNER , YAEXENS LT
XS, fth BAMARER, X, BAMEAaE SR W W WT gERE, a0k 3-22
Fi7R , X456 & ANEATA) , BIRE A KR/INA 1M ETRI

Wy Wy - Wi Wy Wy - W Wy

3-22 word2vec ] CBOW #&#Y : )\ T3 8iRTi B 454

TE , ERNBBF R RYAT LT Wi-1 8 Wi+l B4R  We fEER, {5 R
,AB/X3.1):

Pluywp_q, wysq) (3.1)

X 3.1) FoRFE W1/ Wil R4 T |, W KRR | AT DR A S4AE Wi-1 50 Wi+l
B, We RERMEER", BEir , CBOW ERR] PUEAE A (3.1).

XE , FHAR (3.1) ATRARESHRR CBOW HEVKRKRE., TKIESE 1 ENBHT VMHRE
L=— Z t log yi.

¥ (X (1.7)) ERAEXE. X(1.7) 2 k , Heh | Yt FORE kE ANEHR

AR, T RUCBARE , BE one-hot MEMTE., XEEETZME , "Wt RAE"X—S#

IR , EXTVE one-hot MIEMITTARE 1, HBTHELE 0 (MREY , X4 Wt ZSMIEH

KR, ST one-hot MERITTAEA 0) . EEEIX—R , TUHESHTR :

L = —log Pluy|wp_q,wysq) (3.2)

CBOW #EAIHIR SR F R X3 (3.1) BWHEERER log , FFMN LS. IER—T , XthFRAHENT
AR (negative log likelihood) . = (3.2) B —EHARURMIIKRERE. MREHY REI%E
MNMERE , KRB ATAS A

T
L=—— Z log Pwy|wy 1, wysq) (3.3)

t=1

CBOW #ERVESIRHES R R 1L (3.3) FORMIFIRERBUS AT/ N, AR E S TR E B8

ZERHRRKAHRNFR. X8, KMNRZRTEHEOXIH 1 FER , FEEARKED KN (3K
FEEOKNH m W—RIFN) RS SRAHFEXRR.



3.5.2 skip-gram 55!

MFIATIA , word2vec HFAMERY : —NEIAIELTTIRITA CBOW #E ; H—EBIFHRA
skip-gram fIHERY, skip-gram ;2 k¥4 7T CBOW HERILMER) ET LB ARAIRKIERL, 25615k
Ut , PIEEARRIRAE)EANE 3-23 F7R.

CBOW &% skip-gram &8

vou 7 goodbye and i say hello, T | say 7 and 1 say hello.

3-23 CBOW #EEUH skip-gram HEELL IR KRS
2N 3-23 fi7x , CBOW AU _ERSCIZ AN i Tl Bl 5218 (B4RiA) |, T skip-gram 4

BN AR AR (BA5E) FUUEBKS M E8FE (ETXX) . WA, skip-gram #REIKILRLE
H4n{E 3-24 7R,

o

3-24 skip-gram HEKHIF

A& 3-24 70 , skip-gram BREKIAERB—A> , Mt EROME NS LR S8R M
% FEil, HEESISREEAN L ERIRL (BT Softmax with Loss B%) , R EE(1N
o RAE AR AR .

WAE , A MEBHRINER R A TERETR skip-gram 85 F(15E EARIES A1 817 (B HRiAR)
We FE_E T3 Wi-1 50 We1 g, BEE , skip- gram AT R (3.4) :

Plwy_q, wyeq|wy) (3.4)

R (3.4) KRBT We b, Wi—1 F W1 @A RERME". XB , £ skip-gram #8ld | (g
EL TR EEAMARNE (EMtREEE S |, KX (3.4) T :



Plwy_q, wisq|wy) = Plwy_y|wy) Plwssq|uwy) (3.5)

BT (3.5) AR UMRERE , TS skip-gram SRR RSN -
L = —log Plwi—1, wis1|un)
= — log Plwy_q|wy) Plweq|wy) (3.6)

= —(log Plw_q|wy) + log Plwsq|wy))

XEFFAT Mkt R 1oz ty = logxr +logy st (3.6) BisR , skip- gram EEKIR%KH
WENBIREBA_ETFXHRIRE | REETNIME—E. X (3.6) E—ERAMIRNIRLS
B, WMRY BRIEEAMEREE , W skip-gram R LR E AT AR R AR (3.7) :

T
1 / , , -
L= -7 ;Zl (log Plwy_q|wy ) + log Plwgeq|wy)) (3.7)

Pt (3.7) 1 CBOW #HIKIEK (3.3) , ZEFRIEFEHEBM. R skip- gram YR TIM x ¥AN
ETFERBE—L |, T RIRKREE RS LT3R RS, T
CBOW &8I H EEZSRk Bhmmlpdinsk. PLEFEXT skip-gram BRI N4,

A4, FAINZ{EAR CBOW #EUF] skip-gram &R E— M ? B RVIZE skip-gram #&
B, X2EA , NARPMDHRBRNERERE , ERZEIBEAT | skip-grm {ZRIHLERE
1. SR RHEER EMAARIE X |, A ASEHE R S MRE T | skip-gram /&R 1E4AE
BRI (BRI ARNRREEN ATESE 4.4.2 T0EF) . 1A, BEESIREMS
CBOW #HItk, skip-gram #RIER, X 2K A skip-gram /R EEARIE FFSOMEITEMNEA
BHIRK |, ITERAE K,

LJ skip-gram HERRIE— A Bia U E BB 8R |, X2 — N EEE MR e, BanFki]
SefiR k& 3-23 Frhla)E , WA, 3T CBOW #EIRRIE |, HKIEASEIZ say”, BE ,
YT skip-gram 2V [a)@l |, WEEFLSRE, EI , aTRA, skip-gram iRV EfR 1K) 2
BRI, 23X E R RER S |, skip-gram AERIEEE T IF I BAITR SRR
TNe

1T CBOW tERURSCEL |, 23R skip-gram RN VA FEM 2R T . it , XEH
ABANE skip-gram ARSI, XBAREE A ASE cho3/simple_skip_gram.py.

3.5.3 ETITHEETHE

FIERCAL , RNELT BT ET BN AEMETHIRN AL (FFalZ word2vec) . BIFHTT
FEFING L FAEREER | ETITRNAEBE B NER ENSOT BRI T RS Rk
SR AERR , METHIENATEN R ENEER FER—E 2 ¥IEIEIT¥3] (mini-batch
F3) . XB , BATHHABT EEX L — T XTI,

8% , HERFEMR CRFNIAFER RN HATRKGR. K, ETRRAE
FRENKTHATE. BMEREMHER—TRRNAHAFR , WERENTARE M IAERE.
BT SVD F—RIHRE. Mk , ETHIERNTIE (word2vec) AWFSHHPEESFS]). Bk
B, T Z BT SIBIRAENE A T ICESIRIRE , EARKZATFSIZIRERIERT |
SR E R RRN A HRFOR, FEXAE , RTHENTTE (word2vec) BHME.

X, BIF RS EINRR NS AR RN RIERER T AZEFR ? 9 HNRRHEMERT
5, E T IATEE 2RI EARIKAMME | T word2vec (45512 skip-gram ##8Y) &7
TR HIARMERASN | EREIRfE T B e a2 [BIAER,. = FiX—rm , word2vec REEfEFFking -
man + woman = queen”XHFRZEHERBMA S (TEEHRE |, AT 4.4.2 HiRHH) .



XEA—NE AR PSR THEN A EEREAT AR TET RN E. Xxt A&
HRRE , MARRMENEE NS , ETHERRAEMET A RS T &,

@ 2014 £ FRIGFH “Don't count, predict!” (AREHE , BN | ) e PY R4
HPLE T BT AR E TR % |, AL T A TR R A S _E AR B4
KEEe. BR , ZEXNEHMKS PR | BARRAMENS |, A0S ERETES
¥, BT IEME TR T IAMEN M.

FSI—NBERNEXRE , ETHEBENAENE TR IEFERIE, Bt , AT
skip-gram F1'F—E 44K Negative Sampling HUREVIE RS EMERERHIER (3R
R LSRRI TSR BHTIIRIERES IR IZ A HERMER 20, aiE , X5
MFIES (EFELEHT) 2HE"K.

A , 78 word2vec ¥ J5 , BRFS A RIEH T GloVe 735£ 271 GloVe Fyi£aha T ETHIRM T
FERET A, STENEER  BREMNENENSITIIENEEANRKEL , #HT
mini-batch 23] (BRESEWRI [27]) . Rt , IR IR & E T — 2.



3.6 /N

FEOHT-KEH& X (Tomas Mikolov) FE—ZFg3c 2211231 chiB 4B T word2vec, BETEFR
3%k , word2vec REITHSE KT , ERERNEFZ BRES LIEESHER TR, T—3%,
T EE BERN B>k 88 word2vec KRIEZEM |, 5512 word2vec KiniE#= S 1ERA.

AERATEMAERT word2vec i) CBOW EEY | FFxFHFH(TTCI., CBOW HEAVEAR FE—4
2 BRI | EMAEE @, FRI1ER MatMul 1 Softmax with Loss E#E T CBOW

R FA—ANINEEREMRAT BERESERE. B=EAE , TIMEK CBOW HRIELME
R ERGFAE—RE, NI, R T AFEK CBOW {28 Y 5 , BAEIEK word2vec hst—5
ZET., T—E, RISt CBOW 21,

FERFRNE

ETHIRNAEUTNAB AR , RS T FEARI K BRIRIN A AR

word2vec RETHEIRMFTIE , RN 2 EHERE MR

word2vec A skip-gram 2EVF] CBOW &%)

CBOW #EI M Z A 83m (ETF30) Tl 1 4898 (B#RA)

skip-gram 1R RIERM 1 548 (BAFA) FOlZ A8 (ETF30)

?é:f word2vec AfPAHITIERBIGEFS] | ATRARERS S%uth BRI AITK 2 /A
N



££45F word2veci5E,
REAETHARL , DR —THTEN.
——ERASE (AHFBETER)

F—ZFA1%1T word2vec fIFLE] , FFSRILT CBOW 8, [R5 CBOW #HHYE — /a8 2
B, FTASKELE kLR E 8, BR , BeIMSHlFEE/ LA EE , P RANRERE | bE
EEREFLERIR CERIEM | (TE S IEM, KL, YiRECERE—ERELF , £
—Z ) CBOW AEEVMIITE M S TRIT 2 HIATE),

Ht, , AR E QIR word2vec DR _E |, Sk word2vec, BAME , HAPET E—F+
fATER A word2vec TR Bt : 5| A% A Embedding EFTE , PAK S|4 A Negative
Sampling MIFHAKEREL. XK , HATHAEB TR — " EIERN"Word2vec, TEAXMNEIEM
word2vec fg , FITHIE PTB #desk (— M K/INUERSSARERVE) L#HT7%>) , HRRTd
Tk BIR A R RS



4.1 word2vecfig3t®

EMNRE—TL—FWRE, £L—FF , TN TE 4-1 K CBOW 125,

i () Fi;i!l VKL ]

LL’”I” _”I., _l .._. (0

41 _t—Fh3I CBOW AL

2 4-1 FioR , E—Ff) CBOW #HAURIRA 2 > SIap T3, FFET BTN 1 45818

(B#5R]) o LUAT ﬁﬂﬁ)\? FmAMRE (Win) ZEpsErRiitERER | Bt
Bt RE (Wont) 2 ERBHERINTE G 2IAM55. XEASH25T Softmax Fi¥K
HlE (RS RFMEIER, BT XR SIERMRR S TR (B , £/
AMRERE) , AMTEHEK.

%“ FELE—FF , BAPRET L FXWELQKR/NA 1. XS TR BARRKET—H
F— AN E T, ASKITRARIIETN T , 2 AsAEE RO AL
.

& 4-1 P CBOW 1EFUELL IR/ NANERL FERS[a) fAS K, SKRR_E |, B 4-1 PAMERRICE—H]HR
B4, IMIBEERZETEE, NIFEE KRAAERER | XAMERFEEZ MR T .,
AT XEEE , XBERNEB—FF. BREICESR 100 54, CBOW #&EEIF(a) ZE1
225048 100 4, kB word2vec SHATHIANIEANE] 4-2 AR,




584y |_ J

14;'“ 1 I. I

42 {EEOAICEN 100 34N CBOW 1REY

2N 4-2 BioR , WA ZAGL RAFAE 100 NPT, 7R AT LT |, IRt
HERFRRKEE, B, TRAA T E < S IR,

o i A2t one-hot FRAESERE Win AR (4.1 TR
o th(B)] EFANE SR E Wt BFFAALK Softmax EHNTE (4.2 TfigR)

%1 M@ SHAEH one-hot RIRF XK. XEE MK one-hot FRRFKAIEHIE |, [EE R
JCERIEN |, one-hot RRMIME A/ ML, Phan , FE3AICEH 100 AMHIERT |, 1%
one-hot RIRAGHMFES A 100 ANTTEANFARN. A, BFEITHE one-hot RIRFIN
=580 Win 0Feal , SUELBRABATERR, XFXAEE , RIAHE 41 FHBEIIN
¥ Embedding E3kfiziR,

%2 MaE Rt AR EITE. Bk, PREMARESERE Wo nRAEEASNITE, K
Ve, BEERCREGHIN , Softmax EHITH BMANN, XTRURE , FiHE 4.2 5wt
31\ Negative Sampling — Mok ERHCRARR, T EAL LA TE T B
Mo

LJ MHETRAS ((E—Z= ) word2vec 3R 1£ cho3 B3R N simple_cbow.py
(%% simple_skip_gram.py) #. BuH/EH word2vec IRASFE cho4 B3R FE chow. py
(8% skip_gram.py)

4.1.1 EmbeddingZ

£ E—Z /) word2vec SKHHF |, FHKATE#RIREAT one-hot oK , FEEEBA T MatMul
2, 7£ MatMul BB 7% one-hot FRRMANESEFEHFFA, XE |, HKIEZERAILER



100 AAEHEDL. RIXRFEZHFHELITIEGE 100 , U MatMul = 5B FEIRFR AT E1 A & 4-3,

c Wi, = h

4-3 one-hot FRH_ETICH MatMul ERAERIFEFA

20 4-3 Fi7R , aSRERLERIAICER 100 4, RIFIEK one-hot R4 E 100
7, BBBETEXNE XM EFNELEERRA, BE , B 4-3 P TIEZ R EERNED
ﬁ%ﬂ‘]ﬁﬁlﬂjﬂ%o Hitt , B9 R AR one-hot [ ERILIEH MatMul ZH K5ERE3R%E
UFEENE.

MAE |, FKNBIBE— N MNESERPIHE 8iR ID SVAT (ME) "NE , XBRIFRZ A
Embedding /2. {Eix—%4) , Embedding 3kB"A#x \" (word embedding) X—AE,
FEYL , FEX4 Embedding BFHIABRA (HHREKR) .

LJ HEERES RS , SRR EER EXRR/RAWERA (word embedding) 2k

BFARHHRRR (distributed representation) ., 3k , BET TN A IEHRE R I
[MEHRA distributional representation , ¥{F FfHE MK K ETHIRRN A ARS8 E
E|FRA distributed representation, ARt , P E ZFHRFA"DAHNEKR.

4.1.2 Embedding EHIZI

MEEREF R E— TR R RASKIN. X8, BEANE W Z NumPy 4%, RE
MXAEFEH EMFERIT , REE wi2] 3k& wis1. A Python REERSCEL , 20 F AR,

>>> import numpy as np
>>> W = np.arange(21).reshape(7, 3)

>>> W
array([[ 0, 1, 2],
[ 3, 4, 5],
[ 6, 7, 81,
[ 9, 10, 111,
[12, 13, 141,
[15, 16, 171,
[18, 19, 2011)
>>> W[Z]
array([6, 7, 81)
>>> W[5]

array([15, 16, 171)

%’é’b , MIE W P — R RIS TR IR AR R B, R BB HATEETSRIA] , SKErAAAEDAN
TRR.



>>> idx = np.array([1, 0, 3, 0])

>>> W[idx]

array([[ 3, 4, 51,
[ o, 1, 217,
[ 9, 10, 117,
Lo, 1, 211

FEXAMBIFF , BAT—XMEHRIT 4 %3] (1. 0, 3, 0) . BIEEHAEASE , TA—K
HRIZAT. IER—T , XERNIEE BT mini-batch 4L,

T, BAIRSIL Embedding JZH) forward() 777k, ZRZBINGIT , SSHATHR (7

common/layers.py) .

class Embedding:
def __init_ (self, W):
self.params = [W]
self.grads = [np.zeros_like(W)]
self.idx = None

def forward(self, idx):
W, = self.params
self.idx = idx
out = W[idx]
return out

RIBABHARIATT , £/ parans M grads fEARAKE , FEMRELE idx PRAARER
REFRRBITHRS (BiFID) .

Tk, HEZBREERHE. Embedding EMIEM &8 R E MXE R w RIRBUSERAT , I
B EITRHETEEA TR, Bt , EREEEN , AE—F BHUKE) 2%k
BERFEEAT—E MANKE) . AT, A E—EERNEELEN REELE dw i
FEREAT (idx) , 20 4-4 7R,



FE{EiE fea{EHE

telx h wdr h
F bl Fornilhirdd -

W w

h idh

W dW

4-4 Embedding EMEFAEEMR A EEMROEE (Embedding EiEA Embed)
HETUERS , IR backward() , FEEINTFTI7R.

def backward(self, dout):
dwW, = self.grads
dW[...]1 =0
dW[self.idx] = dout # AXIFHARX
return None

XE  BUEANERE dw , B dwl...1 = 0K dwITRIZRA 0 HFARERK dwikA 0, MER
FF dw FIIBRAE , HERTRRA 0) . A5, B LE—EERKBE dout EA idx FEEMIAT,

& X BRI T MANE wHRIAR/NKFERE dw , FEREEEBEAT dw SSATT. BRE | K
MNRAEMABEEEFNE W, TUBLEFEARE o (KNS wilRE) . R, RE
EFRREFHITS (idx) REMNEEBE (dout) fRTF T3k , MAIAEFANE (W) K%
E1T. BR , XEATHRFCAEKIMNMASZ (optinizer) , FIAER T HFAERET.

KRk, ZERIA B backward () BISEERF |, FFE—AMEE , X—[aJEUALELE idx KWTTAREIESR
B, Pkan , & idx A [0, 2, 0, 4] B , i RERE 4-5 FRRLE,



dW

B 45 % idx BEMTRPHIEFNTEN , HEAME dh gITEAMEABERAE S

A 4-5 iR, AT dh BATRESA dw i idx FEEMIGE. EXFMELT , dw s 0174
WEAMKR, XH—k , HPEMERSSE R,

AT RBFEIANAERR , FRIETME, MAREN" (BREZEL—TFAFARME) . B
MER , MZIE dh RATHEZRNE] dw WX ATH. TE , FAIRSSNIERK R %45,

def backward(self, dout):
dw, = self.grads
dW[...] =0

for i, word_id in enumerate(self.idx):
dW[word_id] += dout[i]

# oE

# np.add.at(dW, self.idx, dout)

return None

X2, HAWER for TEFRERABEHEZRMBINNN RS £, XX, BME idx PHEIMTEEK
#a| , AEHIERALIE, kst , XBER for fEFREMMISTILM AT UEE NumPy £
np.add.at() 31T, np.add.at(A, idx, B) ¥ BHNZEJ A Lk , BEATATPUETS idx $55E A PHEEH
FTINERIAT.

\ BRI , NumPy IPESIALL Python §) for fEFFANEEHR, SRR
NumPy M E FAERE T SEARESAIRMit AL, B, EEAATSIERER
np.add.at() F3HL , WRALAER for EHMEEEZ,

KT Embedding EHSKILHANAZIXE., TLE , FKITTLE word2vec (CBOW #25Y) #ISKIR
EF‘E‘]%?J\@'JE‘] MatMul E#t% Embedding =, X#—3X% , BEERADNEFEHRE | XeER SR %
THITE,



4.2 word2veci¥H®

T , FATEIHT word2vec 58 2 Mudt. TNRTETR , word2vec B — MRSIETFHEEZ
JarI4bIE | BRAEREFFAAN Softmax EHITE ., ATHERMEMEX MM, X8 , HIEXRH
% FREE (negative sampling) RIATEEAMRRAZR. {# Negative Sampling X
Softmax , TTRIAILER L K , #a] MEITHE ERFRKIEE.

ATRATFLE R FIRSIHITEaE RS, Bt , HiT2—MIRR— DR it
W\, —E&— M.

4.21 PHEEZERVTERZ

ATHREFEEZFHITERR , _E—T—8 |, BAVREZRICERN 100 A4, (A EH4HE
TR 100 4NE wod2vec (CBOW #52%Y) | thEY , word2vec #4THILNEANE] 4-6 AR,

Wi, .I'
""';‘-II' ot

0 11. 1

4-6 FiCEA 100 FAEKH word2vec : E TR you #l goodbye , H#FIFRE say

NE 4-6 FioR , WAEMELER 100 AT, f£L— % , Bid5| \ Embedding & , 17
) Tr%);E*XM\%HQVrEQ RTRREEMEF R AL, B, ZETRA AT FTER
ZITEAE,

o A EMETINESR (Won) TR
e Softmax ZHITE

%1 MRBETEXRNEERITE. £ LG+, FRERRENA/NE 100 , REFEEFK
R/INZ 100 x 1000 000 77 , #NLE KRR R TR ARERE (DFBERERNF) . It
S, RARMEENEATRIFNVTE , FIURA LR IEERINTE REWL.



Hix , Softmax &K AERFRIRBE, #AER , FEERICERIEMN |, Softmax KitEEhAa1E
fn, WER Softmax KA , FATABRAEHR X —R.

exp s )
Yk = 1000 oo
S expls;)
1=1
X (4.1) 2% kANTHE (#iA) 1 Softmax FITER (ENTEMEN A 51:52. 7)) | FAE
EWICER 100 74, B (4.1) WA EFEHTT 100 TR exp itE. XMTENSEICE
ARIEEE , Bt , FE—ATAER Softmax "R E"HIiTHE.

4.2.2 NEHIEF|"”H%

THE , BAITKMERE—TRaFE. XNAERXRERBETZ4Z (binary classification) , BEHE
Mt , ER-HFEUEL DI (multiclass classification) , XEIEEARHFRNER.

FIEFCALL | FOEIENER Z HKEE. SRIAMEITFRE , FABEEEET M 100 F#17
PR 1 NEMBAERES. B4, AIARATRLRX AR EAME K — 53 2K (R ? BT | 3
MR AT AR = KRS G XA % 5 2R, 2

(4.1)

m TR RERA Yes/NoIRIEL, M , XAMRTFR 718 2 X RIE 2
PR say 152 % | LR BARAT A Yes/No R B,

FIEFTCALL , FNBAMEIT YA E LT, RS ISR G (E A IR A7, bean
L5 %E you # goodbye B , R RLR TS 817 say RIS . RFISHRIAF) , #2
R AT ASH TIERBIOTIUN. A5 , S9F"4_EF3CE you Al goodbye B, BARAR T
A2 XA R, AR T UG IERE .

WA, FOVRE ISR Z KBt — o KEE, A, FRNEER—ATTL
FA"Yes/No">kBIZHIal#, bban , iEseE Mz skE 2L _EFI0GE you # goodbye B, B#RiAEE
say I3 ? XA |, XA ERBE— MR TTE A, aTRUANRE RS TTHEE say
B2y

M2, BLi CBOW #REIFH T AR AL R ? AEISRFRRIIE |, ATAEILH ] 4-7.,



ay 0
oo e “

0
'[,Lfi” Sigmoid
(AR ] . ﬁ .
{} 1_1_]."'”1.':‘ l]
0
0
oodbye |

Wi,

0

4-7 {UTEBERARES SRS
30 4-7 Fi7R , il B TTAE— . B, T E S EEM S MIRAE SRR RA , R

BRI say VMG (RANE) | SR SHRBRLTHEARNE . XM B KA
TS0 4-8 FiR.

h WFI.HH S

| = 1000 ) [ 1O 1 000y GO0 ) (1x1)

4-8 1H say NRFIEEMNFEEHNA (P dot"IEHNFLEE)



N 4-8 FER , W UEIAE Wout PR T £A4N417 1D STRZRRIAmME, HAL | BRI
say XA E , B EFFEEFEITHRNR | THERANEN.

LJ FIFFTCAL | i EEUSERIR AN RITITER., X2, BANKERR say ,
WHERSES. R FH sigmoid sRECKE R,

4.2.3 sigmoid BR¥FIR R E

BE A MEHRR 2 KAE , FEEM sigmoid BRECRAS AT ARIER . AT KK | 3K
R SURRZEE IR R, XLHRE D LHPEMBNEER.

Lm EZHLENERT | ik EEA Softmax ERFCKES AW MR | A%k REE BT X
RZE, EZHENEAT | Wt B A sigmoid ER¥k , FRKEREE AR VIR E.
XEBEAIERPA—T sigmoid ¥k , aNTFRFTR

1
=

= (4.2)
1 +expl(—x) o

i (4.2) KEIBINE 4-9 PRIARIFTR. NEFRAES | sigmoid ¥ E S , WIAE © 85
AR 0E) 1 Z[AMSER. XENERRE , sigmoid sR¥RfEIL Y AT AR AR,

55 . 5 sigmoid BR¥ARI Sigmoid REASIF T |, aEl 4-9 FRERI IR,



I |

—_— .“i'.'[!luil| — 4
(7

1)

i i | A (I

& 4-9 Sigmoid E (X&) F sigmoid k¥ (HE) KWEHR

BT sigmoid ERFISEMER Y f5 , aTRAEMEER VitERK. 59—, BT sigmoid iK%k
AR B R R ZE |, HEFRN TR

L=—(tlogy+(1—1t)log(l—y)) (4.3)

Hep , Y & sigmoid EMaiit , f RIERBRE , BUEX 08k 1 : BEH 1 B RERIR
£Yes" ; BUEN ? B R IERIRR No", Bt , %12 18, ik — 102 Y ; 4tk ont,
w—log(l—y

‘o

: :: “ R IEME D IEMBRRBINAZ R ZE , HFEA R0 4.3) MK (1.7).
A, EMNAREEARAME , Kr RTINS E—HR., WU, £ 93015
T, mREE EREWNHET , MK (1.7) MZHEMN (4.3) 22—, Bit,
Sigmoid with Loss ZfscIl R EFE Softmax with Loss EHIERY_ERSINSEHENTT,

T , FATAERFRR Sigmoid Z#1 Cross Entropy Error = , 20& 4-10 Fi7R.



T y Cross | RSe £ Sigmoid R4

[ HLED o 4
1 Siganoid P E— I-I]I-.II.L._“ *l— +— I_-I:. |

4-10 Sigmoid ] Cross Entropy Error EfiHE. HEEAAT Sigmoid with Loss
B

& 4-10 PEFESMERAEEN U — LXME, U 22 EE R | | SIEMIRRL |
Y — U IE7RXEAMENE, XSS |, YIEMMERSE 1 8, R Y RasshiER 1 (100
%) ,IRZERMN, RISk, R VIEE 1, BEEA. HE , XMEEATENESE , 4
BEKRS , BRI L | WIRXE N | fERIE S48/ 1,

THHMER , "EBK , BRESBWEMNERER, —FFT
Lm sigmoid ERMFIAE MR EMAET=ET ¥ — Lsip—NERMER. R,

Softr?ax BRI MR ERA S , REEFRBAOTIRENA S AT R EHER L
y—r,

424 BHIFE|"HIZIN
TmE , RN A EIRZ et N A ZIE—T, siEERIIGIET 20X A3 , £E EE R

TSIWCRASMEMMAT , IHTIHEAT Softmax 2. MBEEARERHWE L,
ML R T o LU AREE 411,



W Slat Mul Soltimax Entrogy e )
Erran T

W

W.

4-11 HTZ M cBOW R 24iE (Embedding FEiCA Embed)

& 4-11 FR/RT LT 3E you # goodbye, {EAMIEMfEHKIE FRIAILE say MIBIF ({BRAE you
5 ID 2 0, say K& ID £ 1, goodbye 518 ID 2 2) . FEWIAEF , AT 3REEHM ID

NV HRKN , £A7T Embedding Z.

& £, HAISIT Embedding =, RERHRAIA ID M KAARRR (BIEH
£) . LAIEAMBrE MatMul 2,

WMAE , FATREE 4-11 PEIFRE MR AL AT T Z 3 AR MLE |, ILREEAANIE] 4-12 FT7R.



[] mhid

v,
W :

] ! Sl

4 ¥ il with i
|

) b

4-12  BHTZ53H0 CBOW HRAV L4

KR, BRREERHETIEA b, HTEE SR MARE Wou thigaid say s &
RINFR, RfE , BHEHEA Sigmoid with Loss |2 , SEIRAMIIREK.



& 1£E 4-12 % |, & Sigmoid with Loss B N IEFfiEHrE 1, XEWEIMEIEFEE
KB RE Yes”, UBERE"No"H , @ Sigmoid with Loss Z#i\ 0,

AT ETEBEEMANS , HNHEE 4-12 FREFERDE—H Rk, Ak, #(15] A Embedding
Dot = , =&l 4-12 Q) Embedding E# dot 128 (NFR) &FHEERAE, FHAXANE
& 4-12 B)Ja~aRo AT AR AL & 4-13.

h Erbedkling e mE
e - 125
WTHLI

4-13 RXEHE 412 MR AEZ FRLE. #H Embedding Dot E&3f Embedding B
WFEH

iR ER#LETT h i Embedding Dot =, 1£45 Sigmoid with Loss Z. WEIFTTIAEY | f#
M Embedding Dot B2 J& , FRIEZ ERAEH RN T .

T , FAE#EMEFE—T Embedding Dot ZHSRIN , X B TEX A ERIA EmbeddingDot
2 (% ch04/negative_sampling_layer.py) .

class EmbeddingDot:
def __init__ (self, W):
self.embed = Embedding(W)
self.params = self.embed.params
self.grads = self.embed.grads
self.cache = None

def forward(self, h, idx):
target_W = self.embed.forward(idx)
out = np.sum(target_W * h, axis=1)

self.cache = (h, target_W)
return out

def backward(self, dout):
h, target_W = self.cache
dout = dout.reshape(dout.shape[0], 1)

dtarget_W = dout * h
self.embed.backward(dtarget_W)
dh = dout * target_W

return dh

EmbeddingDot ZEH7H 4 M RAATE : embed, params. grads #ll cache, RIBAPHRAIEIG ,
params {R1ESE , grads (R1EHEE. Fob , /ERN4ETE , embed {R7F Embedding & , cache {R¥F1E
LR ENTELER.



1EMEREH] forward(h, idx) FIARS IR B EHRETT (h) F189R ID B NumPy 4R
(idx) . XB , idx 2817 ID 313k , XERRAKAUBEE T XIFIEIHIT mini-batch 4L1E,

£ LEAIREEF | forward() AIAE AR Embedding B forward(idx) Aik , AfFIRE

np.sum(self. target W * h, axis=1) itHNF, BEIWRAAREREFHXN KM LR
A& 4-14 Fi7R,

embed = Enbedding (W)
target.W = enbed, forvard{1dx)

out = rp.sun(target W * h, axis=l)

W 1y target W b target W *h  out
1612 (83 o1y (01 (014 [512 8
|34 ] [ 910 11] [343] HEF
[6 7 (345 (674 |18 28 4]

[ 410 11)
|12 13 14|
(15 16 17]
[18 19 2] |

4-14 Embedding Dot EFEATEKE

WK 4-14 FioR , AERIELHM W, hFlidx, XE , idx & [0, 3, 11, XFIFFER mini-batch
—IA0IE 3 EHHE. EA idx 2 [0, 3, 11, AT target_w RHREUE wHIEE 0 1T, 2B 3174056
147, B, target W * hitEXNITTRAFRF (NumPy K"+ 1T E X NITTRNFRR) . R,
XLEREIT (axis=1) HATKHM , FEIRLMNLER out.

AL ZEXt Embedding Dot EHIIEMAEREMANA. REEREUERMIRFFERELE , XEIK(]
AR HSIARH (AR  FAKBCTES) .

4.2.5 TFHE
ZEI, BRI R AR RSB 2 53 FEREEE AR T — 53 3KAE, (BR , XHFRIEU %

TG ? R, , EISHEML. FEARMNBRNFESTIES (IEWER) , EAHERS] (R
BR) «HEHNER,



WAE , TNBREEZE—TZRINBIF. EZRRBIFF , L TFE you M goodbye , BARiAZ
say, BAIRIBRICALERZNIES] say #HTT — 903, aRICIREIE 1FHIE" , U Sigmoid
Bt (X)) B 1. FATERSRFRORII AL | 20%] 4-15 Fi7R.

h e 0.993

Wout

415 CBOW HEIMHEEY /HIAME : L TR you # goodbye , B EIFAR say i
M4 0.993 (99.3%)

YT MLE R 255 T 1IEH) say , {BEXF say ZHMOTRAI—ToHTEn. MENEEZMKNETS
£, XFIEA (say) , 1 Sigmoid ERIEEIER 1 ; ST (say ASMOEIA) | (&
Sigmoid Ef#idiikir 0, AERER , & 4-16 Fiok.

h LES h (.21

4-16 R say BIES (IEMRER) , ML say BHfE Sigmoid SRR 1, YA
say DASMASIRIIRERIHIEEIE 0 , ZRINERMBXHHINE

tean , 4 EF3CR you M goodbye B , FAVFEEIFAR hello (FRER) HBRRMK., 7EE
%16 &, BARALE hello FIEZRA 0.021 (2.1 %), ENESREBEXFREEHILIZIL 0 HIAY

LJ ATIES SRR 5 2KEE , ST IEMER" (IEf) MERER" (R
Bl) , BHREREBIEREHITAE (Z0K) . Bt , FRFENZEBESMRHS.

B, RNFBEUMGHRGI AT RIITFING ? ZEREBAE N, MRUFTBRGBIAXS
WICERREETALE (EARAZERNBNAKH R CERMMER) . Akt , 1EA—
LB IE , FOITEERETAD (5ATE 1041) Bl (AMEFEEETINE) . Wil
B, RERIBRS). EHERKHEAIENE L.



BMEZ , AKAFFTIEBA LSRBIESHWEA B MR KRR , RIRMATARAE (&) T4 %R
ﬁﬂ;ﬂ‘ﬁ%ﬁ{iﬁ?ﬁ%o R, B EEE (IEBIMRAFH SR RB]) HERmissk , FHER
PENBRARIRK.

TH , WEFRNGEERERNFIFRRE. XBEERSZaERMNGIF (EFIEMMARE say) . BRiR
1EHR 2 NN RBIBE AR hello i, BUES , ZnRFKATR IFE CBOW ALK (8] 22 FHIENSY , Rita
KA TEEINE 4-17 FioR.

l ]
h I I . j
1-A'{HH
- 0
HTMH
| 0
L"iml

417 HRENHIT (REFREZENNE , BT R HE)

& 4-17 P EEFEREXSIEFFGFIKLLIE, 1EF (say) FzaT—FE , @ Sigmoid with Loss
EMMNIEWmRE 1 ; MEARSG) (hello M i) BH#RESR , FTAZEM Sigmoid with Loss Eifi
NIERfERRZ 0. WLfE , & MEUENRAMM |, fEARAIRKEE.

4.2.6 FHHFEAIE

TEHKNKE—TNEMHEGEL., TX—mn , ETERENS T EEEH TR FTIALL R 8
ﬁ%&;o Bkl , 2D EFEE HIMRR B SHHE] | DB ERAREE R iR
YELAHHE,



ETVER A AR AR T A< ot EER R &N BAIR RIS , R HE R ]
RAH" , REERX MRS M RIRIITRAE (B 4-18)

4-18 RIEBIES L 1T RGBT

ETERER AN RRERHINIBCREERA )G , AFREX MERA TR T .
BEARIER A AT RAE |, EREPLE BN AR S S 0T , T FH AR KR
2,

Lm RN YRR B R B8R |, BEZEBENMTENERE LR AGIRE
FEBVNEREIA (5 MEE 104) o X8, MR AERHE RIAEARBISERIE ? ER4
RAERE. RAEIXKEET |, HBARRAEE LASHI. WRER  AEHA RRANER M
BIR. MR , SIRFSIMAIR A BEIRIS EIFILER,

T , FK(ER Python SRR TR MBI, At , ATRMER NumPy [
np.random.choice() ik, XBIRAVEE JLNREKNBIFRKE—TEXMAEZNAIE.

>>> import numpy as np

# MOZORIEFHFEALIERE — N T
>>> np.random.choice(10)
7

>>> np.random.choice(10)
2

# MwordsFIRFFEYIEE— TR

>>> words = ['you', 'say', 'goodbye', 'I', 'hello', '.']
>>> np.random.choice(words)

'goodbye’

# BIEREESIK

>>> np.random.choice(words, size=5)

array(['goodbye', '.', 'hello', 'goodbye', 'say'],
dtype='<U7")

# JTHEIREESK

>>> np.random.choice(words, size=5, replace=False)

array(['hello', '.', 'goodbye', 'I', 'you'l,
dtype="'<U7")

# ETHRS I TREE

>>>p = [0.5, 0.1, 0.05, 0.2, 0.05, 0.1]
>>> np.random.choice(words, p=p)

] you ]

LFI7R | np.random.choice() ATRARTREALIMAE, ANRIETE size ¥ , BPUTZ XA, AN

R¥ESE replace=False , B ITIREIRAE, BIITA S p FEERTMERSHNTIR |, BiHTH
TR R EE. R EE X R ImE b,



word2vec F12H R SKEEXTRIA BIER A N T — 5%, 0= (4.4) FiR , XFRSERER 4y
#EX 0.75 A,

PJ|:H.'E'_].| = ”+ Iz-l—”

@, Plw) ser i Asidgoms, (4.4 REMERIBES %N TER 0.75 K75,
A, AT EEREOBREANA 1, S EFREER THR AR R EM",

B4, ATABANEHIT (4.4) AR 2 X2 AT BiILRIRRRW 2R, ErEr , B
B 0.75 %7 , (RIRBARFMIRKIHHES. BAIRE—DREBIT , TR,

>>>p = [0.7, 0.29, 0.01]

>>> new_p = np.power(p, 0.75)

>>> new_p /= np.sum(new_p)

>>> print(new_p)

[ 0.64196878 0.33150408 0.02652714]

RIEX MBI, BT 0.01 (1%) MR , Ajah 0.026... (2.6..%) . BILIXFF
72, B 0.75 WTtER— ﬂ”%l\?ﬂtftﬁﬁ ﬁ fﬁﬁ‘bﬁﬁﬂ%ﬁ?ﬁk%@?ﬁﬁ?ﬁé] B4, 0.75 XAMEFHF
FE 2R EIE , AT ARE A 0.75 RLSMNK1E.

W_EFTR , AREEER EE R E 24, I 0.75 Az fa , BERZATH
np.random.choice() XTI TRAEE, APPRIXLLIRINAT UnigramSampler 25, XBY
& BAEH UnigramSampler ZEM{F AR , HEKSKINFE cho4/negative_sampling_layer.py
o, ST ENBEIEE TS E T,

L;! unigram "1 4 ?EF B EE, R , bigram 22 MESHIERER |
trigram ;&3 {Mi%L $ﬂ E*] =8, XEBE{FA UnigramSampler XNEFE , BFEAIKAIA 1 A
B ANt R BIEME N, FRE bigram , WPA(you','say’). (‘you',/'goodbye’)...... i X 2
N ERIA S AT R BIEMR N,

TEFHTHIRAWET |, UnigramSampler 28HR 3 AN&¥K , A AIZ 897 ID FIRIEE corpus, X
DA A {E power (BRIAER 0.75) FRABIRISKAEENER sample_size, UnigramSampler 24
get_negative_sample(target) Ak , A IEASEN target F5E B8R ID A1ER] , XE bk #A
18) ID FHITREE, THE , FIIKE—EE UnigramSampler ZEH{E ARG,

corpus = np.array([0, 1, 2, 3, 4, 1, 2, 31)
power = 0.75
sample_size = 2

sampler = UnigramSampler(corpus, power, sample_size)
target = np.array([1, 3, 0])

negative_sample = sampler.get_negative_sample(target)
print(negative_sample)

# [[0 3]

# [1 2]

# [2 31]

X2, EERK (1, 3, 01X 3 /MUEK mini-batch fEXIES], B , STENEEEREE 2 MMA
B, £ EEOBEIFS , T 1 MR RAIE [0, 31, B 22 1, 21, BE3INRE [2, 31,
XFEE—3K , BT T TR,

4.2.7 TRFAHIL



Ba , KRN GAFRAE, FIPEERIA NegativeSamplingloss 3, EHIEMFIANTTIE (
= ch04/negative_sampling_layer.py) .
class NegativeSamplingLoss:
def __init_ (self, W, corpus, power=0.75, sample_size=5):
self.sample_size = sample_size
self.sampler = UnigramSampler(corpus, power, sample_size)
self.loss_layers = [SigmoidWithLoss() for _ in range(sample_size + 1)]
self.embed_dot_layers = [EmbeddingDot(W) for _ in
range(sample_size + 1)]
self.params, self.grads = [1, []
for layer in self.embed_dot_layers:
self.params += layer.params
self.grads += layer.grads

IR SEA FREE MAER W, ERUE (897 ID JIR) corpus, MRS HMKIXTTE power
MABIKKEER sample_size, XB , £ E—T T UnigramSampler 3¢ , FFEARAKE
sampler {R7F, FIh , KB RELBORE AR A E sample_size,

MR E loss_layers # embed_dot_layers FRSIRMBARET LENE. FEXWNFIRFE
X sample_size + 1 MZE , XRERANFTEER—MNESIFRKEH sample_size NMUBIAKE. X
B, BINMRRIIEZMNE—NBLIERES]. HRZYr , loss_layers[0] F1 embed_dot_layers[0]
EAIRIESINE. K5, B embed_dot_layers EERRNEMBES FURGFEHRA+. TH ,
FANAEIEEFERRIN (= ch04/negative_sampling_layer.py) .

def forward(self, h, target):
batch_size = target.shape[0]
negative_sample = self.sampler.get_negative_sample(target)

# IEBIRIER1E%

score = self.embed_dot_layers[0].forward(h, target)
correct_label = np.ones(batch_size, dtype=np.int32)

loss = self.loss_layers[0].forward(score, correct_label)

# BIRIER1E%

negative_label = np.zeros(batch_size, dtype=np.int32)

for 1 in range(self.sample_size):
negative_target = negative_sample[:, 1i]
score = self.embed_dot_layers[1 + i].forward(h, negative_target)
loss += self.loss_layers[1 + i].forward(score, negative_label)

return loss

forward(h, target) AVEHEWKSHEFRIERNMHLIT h MIEHIEHRA target, XEHITHIL
HE , BSER self.sampler XA , 7R A negative_sample, RJg , /3 HIXTIEFIFI T
REERAITIER L% | SKIAKMF, BKME , BT Embedding Dot Z#] forward B 154 ,
BRIXMENFFRZE—f2H N\ Sigmoid with Loss EXRiTE#Hi%k, XBEEFETENE , EFIKIE
HfEAREER 1, BIRIERREFRZEA O,

®Ja , HARE RAERNSIL.

def backward(self, dout=1):
dh =0
for 10, 11 in zip(self.loss_layers, self.embed_dot_layers):
dscore = 10.backward(dout)
dh += 11.backward(dscore)
return dh

REEBNOSIHEHEE R | AFZUSIEREEARREIFAREZER backward() ER¥REI T,
FEIEFEHERS , PIEERALEITRES T 24, XAYT 1.3.4.3 TTHNAK Repeat TR
b, EREEEN  FRESOBERMER, U ERE ARSI,



4.3 g3tk word2vec H1E2>

BERIALL | (11T T word2vec Mk, HERAAT Embedding & , XART AR
&, SRESTIXPIE T T SR, IR — kST 7 XLt Kt 4K | 37 PTB
BURE L3HTES) , DIRISEMSSAM SR KN AR R,

4.3.1 CBOWEERIKSI]

X, BATE R E—F= AR B simplecBow 28, SRECHL CBOW #58Y, itz &b F{EMA
Embedding Z#1 Negative Sampling Loss £, 4 , FAi ¥ LT3 AT BAT A IEEE
& KN,

BOHERR A cBoW ZERSTILAN T AT/R. B4 , HAITRE—THANATE (© cho4/cbow.py) .

import sys

sys.path.append('..")

import numpy as np

from common.layers import Embedding

from ch04.negative_sampling_layer import NegativeSamplinglLoss

class CBOW:
def __init_ (self, vocab_size, hidden_size, window_size, corpus):
V, H = vocab_size, hidden_size

# VIAUAE
W_in = 0.01 * np.random.randn(V, H).astype('f")
W_out = 0.01 * np.random.randn(V, H).astype('f")

# £RE
self.in_layers = []
for i in range(2 * window_size):
layer = Embedding(W_in) # {fFIEmbedding/Z
self.in_layers.append(layer)
self.ns_loss = NegativeSamplinglLoss(W_out, corpus, power=0.75,
sample_size=5)

# B TR A E RIS R R R 5 R
layers = self.in_layers + [self.ns_loss]
self.params, self.grads = [], []
for layer in layers:
self.params += layer.params
self.grads += layer.grads

# BRIARSHARTRENLREE

self.word_vecs = W_in

XM AT IER 4 58, vocab_size ZIAILCE , hidden_size EFAIEHIMHLEITTN |
corpus 2#17 ID 5, H4b , Bit window_size EELFXHAN , B EFXAEZ A
B, AR window_size £ 2, NIEMRAMZR 2 NI (H 4 N89A) A LT,

E 1£ SimpleCBOW 2§ (BUHRBIASRIL) | M AMRAREF L WK ERTERAR
[, Wi A ELES A m _EHES iR m =, T csow ZEpHHE MIKAE R MIKNETE
KAAR , FEIT AR LHS | BRmE, XZRF A NegativeSamplingloss K {FERT
Embedding Z.



ENERVIIA LGRS , RSB E, XE |, A1 2 * window_size 4> Embedding = , 34§
HRGFERREE in_layers ., SRf5 , A% Negative Sampling Loss /=,

ERIRFEZ A, BaEMXh{E ARS B E RN R E params M grads . HSh, A4
T Z R RUARI BRI RN , BAE W_in IREA R E word_vecs, N , FKI1KE
— N IEE{EEH forward() A RE{EREHR backward() 7Ai% (= ch04/cbow.py) .

def forward(self, contexts, target):
h=0
for i, layer in enumerate(self.in_layers):
h += layer.forward(contexts[:, 1])
h *= 1 / len(self.in_layers)
loss = self.ns_loss.forward(h, target)
return loss

def backward(self, dout=1):
dout = self.ns_loss.backward(dout)
dout *= 1 / len(self.in_layers)
for layer in self.in_layers:
layer.backward(dout)
return None

XERKMAZREYNINFARAENENEREE (BkmEE)  XEXN E—FK
SimpleCBOW ZEHBERY B, AiF , &R forward (contexts, target) AIREVHSENELT
XHBEMRA , BEREEH8F ID EXH (E—ZFFHAKNE one-hot mE , NEHIF ID)
BR7RBIZNE 4-19 FioR,

contexts target contexts target

Ahee odbys &35 1D 13 2

419 %I ID FR ETXRBRANGIT : 2B ROEROANN 1 TR

& 4-19 AW E /R ID F13k:2 contexts F target fIIF. FJRAFE |, contexts 82—
TR | target B— AR | XEERBUBHIA A forward(contexts, target) ., PAE
A2 CBOW ZEAtEA,

4.3.2 CBOWHERIK=S{RAL
/5 , FA1ERIT CBOW RIS B4y, HSRREER—THEMEHMES , TR (

=

ch04/train.py) .

import sys
sys.path.append('..")
import numpy as np

from common import config

# FEFGPUIz{THY , BFTIF THEMER (FEcupy)

# config.GPU = True



import pickle

from common.trainer import Trainer

from common.optimizer import Adam

from cbow import CBOW

from common.util import create_contexts_target, to_cpu, to_gpu
from dataset import ptb

# REBSH
window_size 5
hidden_size 100
batch_size = 100
max_epoch = 10

# RANBE
corpus, word_to_id, id_to_word = ptb.load_data('train')
vocab_size = len(word_to_id)

contexts, target = create_contexts_target(corpus, window_size)
if config.GPU:
contexts, target = to_gpu(contexts), to_gpu(target)

# HERIERIE

model = CBOW(vocab_size, hidden_size, window_size, corpus)
optimizer = Adam()

trainer = Trainer(model, optimizer)

# JHa%¥>
trainer.fit(contexts, target, max_epoch, batch_size)
trainer.plot()

# RELERIR  MEREER
word_vecs = model.word_vecs
if config.GPU:
word_vecs = to_cpu(word_vecs)
params = {}
params['word_vecs'] = word_vecs.astype(np.float16)
params['word_to_id'] = word_to_id
params['id_to_word'] = id_to_word
pkl_file = 'cbow_params.pkl'
with open(pkl_file, 'wb') as f:
pickle.dump(params, f, -1)

AR ) CBOW HERIE O K/INA 5, [EIEHMELITTICH 100, BREEEURTERIENTE
L, ER—RME , UEAK/NA 2 ~ 10, FREIEHKHESITNE (BRIRKDHINTRIRHEE)
5150 ~ 500 B , (ERAVERLF. FRERNAIXLEBSHIHITITL,

XRFATFI B PTB BRI ELZ BT E XSS , RS SER KR (FXER) . EA—F
W3, HAMRE TR GPU =1THIER. IREFEA GPU E1T , FEFTFFINERHI "#
config.GPU = True”, AT , fF GPU Z1THEAR— & %3 T NVIDIA GPU 1 CuPy HItl.s.

FEFIERE , RENE WANKINE) | FREEXHTUEER (ATHINMER D 2
[T —ieRTF) . XE , £/ Python [ pickle TREFHITHRTF. pickle AT
Python AEAFHISIRREFEIXMAF (BRENAFIZETR) .

%A\ ch04/cbow_params.pkl IR T FIFHSE. MRABFFLI R |, ATAE A
AFRMAEINFN ST, RIEFEIWENAE | FIRRNERIREOA—F, XE2HNE
MIAE REIRKIFEAIAA{E, mini-bath BIREHLIEER , AR SESRAFRIREAUEEE RN, 20
%%Bﬁﬂ'{rﬁﬂh%ﬁ%ﬂﬂﬁﬂiﬁﬁﬁE‘]PFi%EP%Z:—#O AERWKE , BFELEER (H

) AR




4.3.3 CBOWHEEIHKPEH

WTE , AR —T E— IR MR AR R. XBERIERSE 2 EP K
most_similar() ER¥ , BRI HBRRRIZFLM IR ( chod/eval.py) .

import sys

sys.path.append('..")

from common.util import most_similar
import pickle

pkl_file = 'cbow_params.pkl’

with open(pkl_file, 'rb') as f:
params = pickle.load(f)
word_vecs = params['word_vecs']
word_to_id params['word_to_id']
id_to_word params['id_to_word']

querys = ['you', 'year',6 ‘'car', 'toyota'l]
for query in querys:

most_similar(query, word_to_id, id_to_word, word_vecs, top=5)
T EEARES | A RISATER (RAGERARESBRNFEIMEMARESR) .

[query] you

we: 0.610597074032
someone: 0.591710150242
i: 0.554366409779
something: 0.490028560162
anyone: 0.473472118378

[query] year
month: 0.718261063099

week: 0.652263045311
spring: 0.62699586153
summer: 0.625829637051
decade: 0.603022158146

[query] car

luxury: 0.497202396393
arabia: 0.478033810854
auto: 0.471043765545
disk-drive: 0.450782179832
travel: 0.40902107954

[query] toyota

ford: 0.550541639328
instrumentation: 0.510020911694
mazda: 0.49361255765

bethlehem: 0.474817842245
nissan: 0.474622786045

KNE—TER, &%, £ you fERT , IWINBARFEINT AR i (=1) 1 we &,
#E , B year , TJLEE| month, week R R-MNAXEMESHERMRKEAR, KE, &
i) toyota , AJPA75E| ford, mazda 1 nissan FFRNAEFIERAIAIC, NIXLLERTTUE
&, B CBOW fRAVRIFHHRM A HRNFRRNES RIFHMR.

4 . BB word2vec RIS IR AR RN AT DO IE A BRIR SR E—i#S |, ] DUBIRE R
ZRHRER, , HP— P EBRFMERFIFER"King - man + woman = queen”Ti i £ A 23]
ﬁé;&l‘ﬂﬂﬂg) . BYEREL , {#F word2vec BRI HINERRN , BT PUB IS M 2R I0EE K
REEHER) L,



WA 4-20 Fivs , EffRISGHERE | FEERERETE ESHRA]EEFE " Mman — woman'm £
F"king — ?"[m EHT A ERIA],

WAL

M1l

ki
R

20 f&Bh“"man : woman = king : ?" XA SRS , RREAHIRERAR B ZR)_EAE

XE A vec(man’) R/REE man MAHRKRR (RIEEE) . —k , & 4-20 FEKRHIX
MR LR RIR A vec(woman') - vec(man'’) = vec(?) - vec(king'). BHEHERE , B
vec('’king’) + vec('woman’) - vec(man’) = vec(?), thiEu , HIKEFBHEEME
vec('’king’) + vec('woman') - vec('man’) SRIT R BIA [ =, AHIE common/util.py 2L T LI
BB EERRER analogy ()., {FEFXNeR%R , ATRAAH analogy('man', 'king', ‘'woman',
word_to_id, id_to_word, word_vecs, top=5) iX#f 1 {T{ALREIZNIAKZEHE A8, SHhT
WSRO TR,

[analogy] man:king = woman:?
word1: 5.003233

word2: 4.400302

word3: 4.22342

word4: 4.003234

word5: 3.934550

FE1ITERKERS , 2 FiIRBES NSEHRHRIFFiGE 5 1818 |, 159 BREESANBRIRKSE
W, WIE , FKARKFRER LA SRS, TERE 4 MA@ (< cho4/eval.py) .

analogy('king', 'man', 'queen', word_to_id, id_to_word, word_vecs)
analogy('take', 'took', 'go', word_to_id, id_to_word, word_vecs)

analogy('car', 'cars', 'child', word_to_id, id_to_word, word_vecs)
analogy('good', 'better', 'bad', word_to_id, id_to_word, word_vecs)

PUTIXEEARY |, TSR T4ER.

[analogy] king:man = queen:?
woman: 5.161407947540283
veto: 4.928170680999756
ounce: 4.689689636230469
earthquake: 4.633471488952637
successor: 4.6089653968811035

[analogy] take:took = go:?
went: 4.548568248748779
points: 4.248863220214844
began: 4.090967178344727
comes: 3.9805688858032227
oct.: 3.9044761657714844

[analogy] car:cars = child:?
children: 5.217921257019043
average: 4.725458145141602



yield: 4.208011627197266
cattle: 4.18687629699707
priced: 4.178797245025635

HERFTEERNNT. 5% 1 NalEE king : man = queen : ?” | XEIFAfH[EZ T “woman”,
% 2 MralElE take : took = go : 7", HARTHHAEIZ T “went”, IX24ik T IMAER AT K0S 2 (8]
FIARTENERE |, TR A BIR D NGRS T BT SAERAEE. AEE 3 A4 , SR
BB LR 2 AR OB IERMTEIR. TERE , XT5% 4 8l"good : better = bad :
7, FiREEEZ L "worse”, i, BEI more, less ELLIRLRHIBRITHINERIZ S | HERXLE
MR BRI T BRM A AR R,

%X, £/ word2vec FRIFMBRIRKI N AHINFRIR , I AR A ERIINBIEKAFZHERBL, Y
RIS X, BEWIR TBEFHER. Foh , HELE word2vec FHERIK S AR TR AT
AIT —EHBRRLER |, kil good F best 2 [BIFF7E better XA KA.

& XERZEHERBNERE LXFEF. NAEERBORE | XREFFF kL ki6E
WIRAIRRREANR, 5KER L, R [RIEEBTTERGTIINER . XER A PTB HiREAIM
RIER LR/, INREREARNARFIERLE |, ATRURITE AR, A SISm0 i ak
N, NIRKSR S 2EHE R B HERRR .



4.4 wor2vecAEXLHHEMER

XF word2vec KHLHIFISEL , FINEARZEHNATT . ATEKITRITIS—LEH < word2cev
RELADIE S,

4.41 word2veci i

155/ word2vec HiFH BRI N HXFOR T URSKRETRIE AR |, (BRBIRKHIHAIIRKIIFLL
NMUIET ., EERESAIBE , BRI HRTRZIUEE , RRMETIBFES
(transfer learning) . Tf¥ S B X MNMURF R AR AT AR NV AT H A4

EREERES MMBESE | —fFR2 5 word2vec NEFF A% S #RMAHRER , MEL
ERMAEERIE (Wikipedia, Google News EXA¥EE) £33 , REHEIIFHRHHEK
AN FATFEANRMPES. bban , XA, XARE, IMARFIMEEATEERESLE
EF&F , F—HRHREEAXTEMRTMEAEIIFRRRNS HRFOR. E/LERFERENE
SRBSAIRESH |, BAR D HRNEREPBIRIFHER |

BRI AT RZ TR R AABREKEN@E, F , ERRRNNHIFR,
WATLRE IR (BimFrdl) HAABIEKERNME, BT, KT oAE B K EHE
B, XMIRESHTT RS , REBHNAIAR | IEXHENE N RIAHREANHRFTTR , KasK
EAKEM, XE—FHFA bag-of-words WAESRIRIRFFAET (BA8) . Bsh , AR
BFESE S BPRBAEIAEML |, AT ALEIAEAM A F A word2vec BRI R
RIRE AW AR E K ERR E.

B BRI A AEEKENMERIEFTEEN. RAMRTEERESHILARE , oS
PAMERE MR RES ik (AN, SYVM %) |, 20E 4-21 FiR,

4-21 AT RANSHRARRE ARG AL

FE 4-21 AT50 , aR AT LK B RE S BE MRS AR K ERm E |, wa] DX/ m E1F
AHAMHZFIRGHMA . BPBBEREFHAAME , TR AR A8 SERG S B
HRER (BFERFES) .

@ FEE] 4-21 giRAEF , BRI HRIFRKZE IR RG0S B E (E AR
RBUREIAIT. bhan , IR AAFRIR(EM Wikipedia F18 ERETSEFE ST |
RIS IIRSE (SVM %) BERSXT Yal S &R0 BIR R TS, B8 , RY
B TE XS RIS R R SRR |, R A S [ N T a RIS 2 T BRI 2 A 3Rk
FHLERFII RGFS].

FEALFA S S RS RGIA— T BRI A RERRER A, RRRIETF R 4IRS
—MREET 1 {ZRFPREREFINA | REAF S REFEREBEFRMNLK AR P (1F
Twitter F EHHRSIHHE) . RAF—AMERLERRN , ERENFAERZSRENBNR/E
H.

AL, FREBIFR—NAIA A ARREME (IHE%) B3t ToRMASLE. MK 4-22 f
R, RASIRIBHMAFRINAR F B RS A 3 28, anRATRUERBtT F Bt T3¢ , maTiA



RPN SRR A PERME. A —k , B RTAR N eBas Rl | R KA X 1
i, NS A PRinEE.

4-22 BMHIBINARGE (BB NEIF

BEFREMEENN RS, BATENRESIE (M) FFia. EXMIF+ , FIMMER A
BRI | FFALSTHMESITARNE |, FT_EFROR 3 2B RBAIFFE (positive/neutral/negative) .
wELEGRE , B¥S11FH word2vec BlbEiE o hmE. RfE |, R SRR & EIE bR
BN FEMEBANKZRLE (SYM THHEML %) ST,

MABIFTR | TART RIANAHRITE B AE SR IR E | SRR LUR % A
BIHL 2SI T SRR AR, BN, PHIAEM word2vec BRI Za8, HAED, , FIF
word2vec FIEITMAHRITR . TRUIRFAZ ME RESAI IS FISNE rigS,

4.4.2 HiRE BN TTIE

£/ word2vec , EFEIT BRMAHRFR. B4 , BARZANAFEN 2 HARRIMS
g, ? A BA PR R B B S AR R HIEN T I

IEan ERIERBROMTREF IR |, USRS |, BRI AT NMEFHRAER RN A+, K
NRANRENE— I ERENARSG. XBEHKNVIMEERENE , XNARS (tLaERIITRS)
RHZNFAGHEBK. MESNTFARSE , ERIANGIFRR , BFFERARRSHRRRNR
2t (word2vec) . XHFERIBUHITHIENAL (PNt TEEN M SVM &)

BRI HAFRRFE I MY KRG SI BRI gec T T, EXFMERT , MRBHAEHR
WA AT RRAERINMTREIIRLHBE | BAFRHTRRNNHAZTHNFS] , KaHEr
RAXANNHAFRITA—MNFEIRGNFES] ., AR , ETHAIMBNFIIZGE , 7
BEH TR, EXFMENT , BT HFEFAE TN ARG ER MBS, FTAIERE 3.

R, BRI HARREIEN T SRR BTt T. B , 4% RN TERE MM
JE R SR

B PVERITFOIEE £ A TR Sm RIS SR IF(E, Fhan , cat 7 animal AR
Z2 8, cat # car FARMUER 2 ... 35MB0XA¥ , A 0 ~ 10 M A Tt s 8aim) 2 [RIAARIAEEST
5. A R ALGH 2N word2vec S5 FRARZARINE | EERE(TZ BN,

SHEBRITEM B , ETE0king : queen = man : XA RIS |, IR IERBRINE 217
H‘]ﬁ?*ﬁiﬁ%@ﬁ?ﬂﬂm%o tban |, w3 [27] FAE T — DN ESGERBHITEN SR |, KNS 0E 4-
23 Fii7R.



CBOW 300 1617, 16.1 52.6 36.1
skip-gram 300 104/ 6l Gl fil

CDBOW 300 60 {2 6.6 67.4 G5.7
skip-gram 300 6l 47 73.0 G0 G901
CBOW 000 60 12, a7.3 GE.O G3.7
skip-gramn ILERIN] 6 42, fafi. 1 [iEN 6.6

A 4-23 ETAGERBH AR BFNER (S50 [27])

] 4-23 71, PL word2vec fOIERY BRI A RRIAEANER R K/ NASEHT T I
B, EREAMN 3 5)F. B 4-23 i) Semantics 1| BIRHIR HERT AR & L A0ZEHE R 3

(#&"king : queen = actor : actress"IX#¥1f)[R) BLia) & L HI[R)E) AIERHZR , Syntax FII2if)[R) &
WESE SRS |, than“bad : worst = good : best”,

m FHE 4-23 ATH] -

o HBAAR, BEAR ARIDER FEEFRAENIZE)
o TERIEMA , SERBIF (AR TREAEUR)
o HERENAHMINET (KREKSIBRHREXE)

ETIGEE AU E— R E L2 R R ERER T 80 S YSEARE". Rt , EERES
LI AT, BER SRS BB R ISHE R B i 3 AR OROX AT ARG IF0EER . B |
BN HAZTORNMS S B ARikE L (NEFTREL) |, BURTHRACE B EAE
o, Pan RRZEEVEER ERINA S, gV , NRERIEZSHEE TN S , BN AN
REP—ELF. XZ—RIF—EEE.



4.5 /NG

AEFAIA word2vec ISR T , X E—FK) CBOW #ERUSHT T ddt, Bk , 3fl)
KLY Embedding [, 35| AT —FhE ATRRERHTIE. X—REHMERE , RENTTIEME
EERERICEAEMN |, it EEHIRLEIEN,

FR" B BHRM AR 2 IR , XRAEN—NEREN. EMATELMERE—H , UY
BT EALMERE , AT REBIRNENIKN, Mk, (AEXSBAE AR —/ N ¥
SEEIFNBR., AFBRNUFATR T ETX—EARRRER, RREET IR 87
KU T ITERSRL,

BT E—BMAZERNA , KT word2vec KI—RINEBAEFHNEFT . word2vec STEARE
SRS E T BRI , BT EHRERANN O HRT RN BET FFHERESLHIEE
&b, B4 KMURTFERESLME |, word2vec RIEAERH N FAE TIES . EURFITSRE4UR
:;D F T EALY) SRR A BTN word2vec ARG , XEANRTEF £ STusEpREIR B

FERFRNE

* Embedding ERFHEIRNKD AR , FEIEEEIEE , {RBUHA D X &
* (R word2vec KNt HEAMARI CEHBIEINTIAPLEHIE | FTARIFERE T

BRMR
. ﬁé%#ﬁ*%ﬁ%ﬂzﬁﬂ , X — AR DL £ 9 2R i o — 4 25 m) gt T Ak
3

o ET word2vec HAFHIFIAKN D MARRNIK T B0 E X, FEARMUK LT RN
FATA)FE R B (A _EAL T AR v B

. \\/%o%dzvec HIERIR ) 3 A LRI — MR R A AR TR E R R R2 B R g
()L

* word2vec FERFIRENIFFEER , ERRIRM S MRFR AT AN AT & F& K
BARESLIEES



#£5% RNN
RIS ERAE— SRR A TS E .
—FHEKA GREH
FIEATAL , RIOBRMEMESBEHEISEMSE, Bk (feedforward) EIEMERIEE

FEEREE. B, FEMAGSERT R (BRE)  BUENESHELRFESLT
—E , ARBERAT—E..... 88 , 55E—" 7 Lg%,

BRAIRMELEME R, ST , BEFTUNATHZ IS . A, XFFNEFE—D KR
B, RESEERIPMIRE R FSEEE (UFREFCA B FEIE") . BTN , Saparit
BIETAFEINFHIRAMER (83X) . T& , RNN (Recurrent Neural Network , {&¥4#
LML) ENIEMA,

AERVEFEL ATEMEHIRIE |, 3148 RNN Q1R AR RIXLEm)E, RE , FRITLVEMAR
# RNN ggE# , 334 Python X E#H4T3RI,



5.1 MEERNEEAL

fENAER RNN (AR | BAR B LR S L5 word2vec , SRR MERMIR BB S MR
g , RENBIMERAAHATTES N ESREL,

5.1.1 HEEMATH word2vec
FA%ES)—F word2vec i) CBOW #88Y, X8 |, F{1kZ[EHRAWRFS) W, We, -, WT £

TNTERLE | K5 AN BRIRAERENA  BEERK (Bt — IAMEL+14) #AERLET
Lo

B AT, BRARIERRNSER , LT ORISR A AR 8.
A 5-1 Fi7R , CBOW RSB IEMEMN LT3 (Wi—150 Wi+1) FUUMBEARA (Wr) .

W Wy - Wy Wy Wiy - Wpq W

5-1 word2vec [} CBOW & : )\ Tl BixA
T , BATAHF SRR YL T Wi-1 8 Wi+ IBRAE W giER" | 0= (5.1) FioR -

P(wilwi-1,,) (5.1)

CBOW ##FUSHZ, (5.1) X — AR IHTER, INFRMMRF R LATE Wi—1f Wi+ i wy
RERMEER", XE2EHAK/NA 1 BH CBOW #HY,

IR —TF , TN Z BN EOHEEANHRK., XERNE L TIREAEMED , bhanE
5-2 Fi7RHE L.

Wi Wy -+ Wy oWy Wy Wipq -+ Wp_q Wy

5-2 {NEAEMFAORNLETX
UM 2 NEARVER LT XIEFIAT . CBOW #8FVAH TR AN (5.2) FivR :

Pluy|wy_s, wi_1) (5.2)

M word2vec i) L FXEAXNEBRSE , TUREANEME. XEREHKRINEER
ZHIEIFRFER |, BIAM 2 M58, AW 0 N, XFRERIEHEERIERT AHE
PANE SRR,



A (5.2) B , CBOW #EAUIHR BRI ATIAT A (5.3), 3 (5.3) BARUMREHES I
KGR (AKE2%£13.17) .

L = —log Pluy w9, wy_1q) (5.3)

CBOW #&ERYZES] B FEHREMEN (5.3) FRHIBURERER (RYIE , BB MERERIK R
) RINESE. R T XHNES L, CBOW AU AT LASE HERft M _E T CFi A
INEIR

BIXHE , CBOW RS B M EFICRUNE BARA, AT XX —BR , lEFSINHE
g, (FEREIFEM) RIS T RIS T SRiEE VEENBIRK N HRERR.

A4, CBOW HEEUASRA) B 1) £ T 3T B AxiA)" 2 & ] DURSRAiEEeHAle 2 3K (5.2) FRIRI

porze PO weg, wi1) prrarple—sesbrmmen RIRIERIR 2 RELXE , MER—TES
AT

5.1.2 ESHER

WEEHEE (language model) At T SRIAFFIA LM, BARY , M2 E AR E—
NERFIR AT BEME | BIfES KF2E L2 BRMBIAFS, than , 33 F"you say
goodbye"X—EHIAFS , ESHEAGE SZ (bkan 0.092) ; XfF"you say good die" i X—##
WS, AERYIZG 2R (Fkzn 0.000 000 000 003 2)

EEENA DN ATSFYA , AR A38NEMEE AR, than  EERAIAGSARE
AR SERS DM AFAEARE, W ERESRE , TRURREARFETEA X —&1
X&) TR THERF .

BRI B TERFTNAF. RAESHEE T UE RN 2R FIIMERTEE |, BT
%Eifwﬁiﬁiz—#&%ﬁ#ﬁiﬁm (K#E) BiE, F4h , 7 ERRINTHCMAEMESHIAE
NE,

MAE , FAMEREEXRFRNES R, EE%FE’»EEI m AR W Wi MRRAEF
SRR W Win IR ENAEERIES, DWW B MERE S A 12
BERMEER | TR EREER,

f AR AT A B Al P (W, W) e TR -

Plw, -+ owm) = Plwp|wy, - wm-1) Plwm-1|w, - -+, wm—2)

» Plug|wy, wa ) Pluwa|uwy )P

T
_ HP[.!._WH.H. e 1)
=1

1

VAT Egzest | sy Plwi|we) gesy Plw) gom,
E%ﬁEﬂWEZ(QWM)ﬁW,ﬁGAHWJI(W)%ﬁ%ﬁﬁ%ﬁ%m%ﬂomﬁﬁA)
FEoR | BEA R AT SRR A TR AR

X (5.4) WEERAT AR MFIEEIBE S ok, XEIRNE— RN EXGA—TRIAEHE , 3t
BT (5.4) pESIAE,

B, HERAFRIEEE TR TAER



P{A, B) = P(A|B)P(B) (5.5)

X (5.5) RRHFIEEEEMERPREENTEE , EER"A N B FANEHHER R LR

FPLBMEBké%ﬁiPUﬂﬁmaﬁiﬁAaémmzFWMBWMﬁﬂ<ﬁ¢%ﬁ@
3 LIS EAR)

%&ﬂ = P(A, B) warpsen P(A, B) = P(B|A)P(A ﬂﬁmﬁ IR

AR B hy— ek ERimRm s | 7 Dl B) = P@ﬂ4p' ) F

PlA B) = PI4‘|B]FIB]WW§%H—T7@£O
ERXARERIE , m Agapgeas P wn) T ERIER SRR, HTE
FHME , BB TN TAT
PI:“-'I:"' s Wip— 1 w m]J PI:-J-: “-'m.]J = _PI:H.';”|_4._]J_P|:_4._]J [3{—7’]

?E

BB WL Wi BRI AL SRR RIBRIEERIE , TSR (5.6). 3%
=, gyt Alwe e Wnst) SHTRETE |

PA) = Plwy, - wyg ) = P(A g ) = Plug . |[A]PLA) 2.7
i

GixkE | BAFSIERED—A | SRAERER, K5, BEX—ITR , AATM#SEHR

(5.4),

M=k (5.4) Fow , Beags Plwe, - W) a7 gesmh ER R TAR

H P “'f|“' W) yemmimme  ao ERERE B FTANG SR

T ( ) BIROMEER | 20 5-3 AR,

Wi Wy - Wy Wy - Wy,

N
P(wi|wy,wa, - -+, we_q)

5-3 ESEREPHRIRBER | LR { MRFHEARA , NS ¢ M RIFZENR SRR
LT3 (%)

KEHIEALE—TF , B BEsREk Dl ws, W) e, messitEd Mg

=, MeeRE SRR e Do, - ),
S iy Plwwy, - wi 1) seorpis izt SeE SR (conditional language

model) , BRI EFRANESIERY,
5.1.3 ¥ CBOWHTR{EESHER 2



B2, INREAE word2vec ] CBOW #8E! (381T) REESIER , WEAMNE ? ATLUE R L
TR/ NRBFEFEMESIIE MBS , AT AN FR0R

m

¥
Pl ) =[] Plurwr, - jwes) & [ Plafun—z )
t—1 i—1

[
(¥4}

B, FITE LT REAZMA 2 D8R, anit—>k , FATRAA CBOW ##5Y (CBOW &ELHK
JRBEAER) EPARTR.

Lm ENSFIMGTFI, , 28 Q2" DRI KM (3E D I/RA KRBT /RA] X
") XA, D/RA]RMBIEARKIPRSUKET URPIRE. B4h | BEADFAHMER (R
RTHREK N AFHE, 7oA N DR RE . XERREE T — D 8im (R T A
T 2 MEATAKAREY | RECRTAFR A2 B T /R AT KGR,

I (5.8) ZEH 2 NAEEAN LT XHBIF , BEXAD ETFXHRANTURENMEEKE (Pkan 5
8 10) . A, BRATIREAEEKE , B ENEEKE., than , BMEZERZAN
10 NEATAMEN LT3 CBOW 2R | H ETFCE AN SARREE A WEAR , MiXa SR
B, a0 5-4 BT TR,

i1

| ULLL Wels '.*.il||'|| HE |11 1l ||I- LU 1|'.r.i!"'. CAmme mto ||II' FOOM, MAary s I:\ I'I 10

5-4 BERKH ETXMRERS : « 2 RN AR ?

FEE 5-4 fiERF |, “Tom FESSEFRAL , Mary #7 BE)", REXER (ETX) , EHER
RiZ2 Mary [a) Tom (8(&him") FTHAF. XEERGIEMEER , A7 5IESE 18 184
WALH) Tom iCfE. #0R CBOW #RE) ETFICR/NE 10, WX RIENE TTIASIEREZ .

B, BEFLUEIIER CBOW UK E TR/ (PbanZesh 20 8k 30) SkfgiRItIALSIE 2 #)
Ty, CBOW #EEYK EF X RN AMEERTE , 182 CBOW BRELRFERAM T LT3 BalinfF
B[R

LJ CBOW £ Continuous Bag-Of-Words ffai#k, Bag-Of-Words 2"—&F#i7"1’E
B, XEWERTFPRIAMNIIFH2MT .

KT LT XA ZAX AN R, Bl 121 SR BRI, boan , £ ETF30E 2 4817
BT , CBOW AR B EZAF 2 M HRiAm & , 20El 5-5 FoR.



W Wi

W, W,

i W,

5-5 ZERFHM cBOW HE, HEERNFEEH E TS Rigm B pEE ma (&
FHENER one-hot [ &)

& 5-5 MZE TR , 7 CBOW BRI [R) Esk iR | £ , Fitk LT X #mnfFa82
M. tean , (you, say) # (say, you) 2 EMHERIKN B TAIE,

FAMEEMEZ BT LT3Rl FansEay, Sl , aTRMRE 5-5 A RAREE | 5 R B P
" (concatenate) tTFXxi#IAmEE, KFR_LE , Neural Probabilistic Language Model 1281 a2
HEFMERRA T XA AE (RTHEEFEMEE | ESE03[28]) . B2 , NRFAPHEN
Ak NESHHER S LT ORI abbitigm. 84 , XRRNABEFRIN.



B4, AR R BRI SR 2 X #iEeE] RNN 3% 7. RNN BE5—M4E , BT
TXEZK , #EE L TSUSEiIRE. Eit , £/ RNN TR EEKENE FEEE. TH ,
AR ESZ—T RNN K%,

& word2vec ENFKEREFAMSHRFRAE MMFTE , Rt—BRSATESH

R X, AT 3|t RNN AN |, FOWAR TIE- , 38T word2vec f) CBOW 1HELRY
ETEEHALE, word2vec FIET RNN B SHALEFFED AT KA 4 KHIBA S SI7E 2013
470 2010 SFIRH M. ET RNN (IES B BAMALRG 21NN AR | BENT 3t
INCRAEM, RENHRFRIRE , word2vec H1R T ik,



5.2 RNN

RNN (Recurrent Neural Network) =@ Recurrent JBEFI T 5 , EER“REAE" , 7JRAFHE
ANEBRERAFRIEA A", EIt RNN af AE R A8 B ML S E R ML,
T, AT E" A,

& Recurrent Neural Network 8512 A" EHBEMLE", FI , BB —FHFRA
Recursive Neural Network (i /F#£8M4) AIMLE, XML EZE BT IER LM%
B, EAHERE R E— AR,

5.2.1 {EHRIERILE

BB AZER ? B REFIFEWEE., NEMbRH R , 2 —ENEXEZX MR
RIFERHT , IMREA —ARE L. FERIENR , EAFE—NHE".

REFET HR"SRE B XHNKE , B0 (SERE) TRt R FRERZS). b
BHURINIER | (SEAMHER.

L;! MBRERAWRRIER. S KIRSNWIMIRE FHBEVERMIIRBELRNN., Hoh , BEHE
FE—RFRK. — DA, —FaK , EERHAENKIRESIREN, REd RN
B3, N X—EHW EHTIE,

RNN REHMEET A XA — 3 (RERK) . XIS AESEERWEER, @S BRrE
¥, RNN —hicEd RHEEE , —hEHEIBE R,

T, BAPREMAME—T RNN. X2, Z{7H# RNN FEAREFRARNN &, 20 5-6 B
7R

€T, RNN h,

5-6 HAFEEK RNN =

0P 5-6 . RNN 38, o , BURTTE PRI, 12 5-6 4 , BIZ) f B
£ Tt SEORERPIIE (T0-T1 T ) amABIRR, RE SN
:_Et,mﬂjlxhﬂ:hl:'“ :hh"':lo

XEBREEAIZIE RNN EMAK Tt B2, tban , w4EAF (BRF5)) WiERT , $%
MRFNAHAZR (RFEE) B4 Tt A RNN =,



& FRE—TE 5-6 , IUAHMEARI DN, XREWER—MREREST .
HPR— D BAEBFHHA.

%E , FARFEMAN B — T & 5-6 RTEMLEM, FELZ AT , FRA15EH RNN ERLH 7B

R 5-7 fizs , BIERTALE , BAl RS RN R BREBIENEZRGRAN, A, WIETT
1%, AT TARETE , EKMEEEBIERATE LRZIN (XBATHEZ EHERIER
REBELA T _DRRMTT) .

h.

€Ly RNN h,;
» RNN
€Iy

5-7 JEEDES, 90 B

5.2.2 RIHEH

W BETHDESMT | BAIMFAE—F RNN REEREH . RNN BEFREEMAE 2 31
WEML T WEHI |, BRETRIFER , TR ARNDERENE ., EERN—
R, IERA VSRR RIT (1 5-8) .

h h h h h,

RSN = AN N RN RN i

5-8 RNN EfEHHRIT



20 5-8 fi7 , JES RIF RNN ZE1ERR | FROTE AT AR AT R, XA
B ATAZIRATRIRE MG REMER (AIEMERBIER @ —NAm &%) . R, & 5-8
FHRZ N RNN EHRF—NE" , X— RS BIRHREME Z R —HH.

B WRUE ISR HES . Bk, TRAVBNZI X MR AN RIS (b
m, W% RIBABUR, Tt) . EERESIBMNEIT | SR L DB (4
RNN FZ" 3RO | AR ¢ AT SR T2 £ §) RNN R EREORA.

B 5-8 ATAEY , £ EZIE RNN EEUUEAZZEHNMAMET—/ RNN Zfisd | SREIEIT
TE LRI ZIRES , U ETAITE T AR TR

h; = tanh(h;_ W, +a,W,+ b) (5.9)
EHERMEA— TR (5.9) TS, RNN BFAME , HRRHAN © iwhmE h g W.

A AT— A RNN R A M AT IR a0 E W, Mt FERE b, X2, i
T FRATE.
73X (5.9) F , BEPITHMERRINTE , AR tanh kgt WERIEYIR¥) ZHREAINA

HAERBENZ ¢ it P, x4 b — AR HHBFIB—AE |, B—AERAHRE T4
RNNE (BS) .

MR (5.9) TUEL , BEmmd e 2Esr— Nt -1t E i km, AB—MBEE |, X
AR , RNN BERE"h , 3R (5.9) WERHES. XHEW RNN 2R AARESH
BErarBAEME (T12) MEHER.

Lm RNN 4 b 8™ RE" , WNREAgH—% (—M84M) | ERMURX (5.9) BERHE
. VEIEH RNN i P RGOS (hidden state) SIERMREHE
(hidden state vector) , A&Fht 20t

F5 , W TR RIF AR RNN ZLHIKE 5-9 AR,

RNMN HMNMN RMN REMM

5-9 JRIT/EHI RNN EREFERLER

1EE 5-9 RS , A RNN Efit TSk , BEFEEXMA s AR E R —HOEURE
(Rt , ERI—HOEBURHEST) . AR, MZai—#F , KA ER S R T it

WFESX , E 5-9 WERIFTR,

5.2.3 Backpropagation Through Time

¥ RNN ZRIT/E , BUAT ALK 7y _ESEfRpaeaizs | itk RNN 2SI T ARSEE
Mg F AR RLT , 20E 5-10 Fiok.



NN NN NN AN

5-10 K{EFFRIT/ZE RNN ERRER A %A

N 5-10 ok, BEFRRIFEH RNN aTUMER (BHIR) RERMEEE. HAEN , ATRUB
TABTIEMEE |, Bt TREMERMNAICKEREEE. RAXERRE REERIER TRETE)IR
FRITHHE NS KR E R E1EEX" , FTLA#RH Backpropagation Through Time (EFA[g]
KR m{%&#E) , % BPTT,

B BPTT , RNN R SMUFRI DASHT T |, BRFEX Z BEE — MR RNEE , AEEE S
SIKE FFEURIIELR, [RoAREER Fr R E)E A , BPTT JBFEAITEALRIRE & ML
BIIER. FHoh , ROEENBENLLEFIIEE.

Lm RET BPTTSKBE , IRFERFHREZMIZIHK RNN ZHEESE (RNN EK)
éfﬂf?ﬁ’lﬁghﬁj{*iﬁﬂﬂ) . Bt , FEENFRIELK , ITEIMRNEERE (MULET
=) maEm.

5.2.4 Truncated BPTT

EAIRKE FFEERERT |, 8% MMEEMEIERBAEYUNKE. Akl , E%a a5 A m
ERKHEMEES BN ESHITER , ANMAEZ A/ NEIRLE | SR X & SR/ N L B TR
EREEEE , XANFIEFRCA Truncated BPTT (#RTH) BPTT) .

LJ Truncated 2“8 EN"HZ R, Truncated BPTT B¥5RiE YK EHM AR E & F{E1E
%,

£ Truncated BPTT 7, PEKIZEIRARENT , (B4 | R MUK R ) (E B A0SR Rl | IE
[ ERERRAWAER , XI—RRER, BAER , ERERNEEIATEBtEE. St
XY, REMEBRNGER NELRKE , DI KM AR TES,

WA, FAVEEEARBIFEANE Truncated BPTT, {RIRF— KA 1000 W FHUE. £8
RESHERBET , LT 1000 NAITRERE, IER—T , i) ZATLHE~
PTB ¥URER L RN AT UE— D RN FFEEE. XEN—H , B LRI AT
LIE— PR,



FEAMHEK 0 1000 (B FREdERT , a0REFF RNN = |, B BCATEKF 718 _EHES A 1000 M=

ImLE, LR, TTRHBIZ DR | BTLAWRIERERMEHRETEME. B , MRFIIKK,

MBI RERENFEREATRNRE, W, EEEK , MEERHEL/N , SR IAR

fggigﬁ Rt , 20 5-11 R, IR ST 7318 _ERUE 4 A BEAMTI AR (0 [ 1) 1%
IFI1XZ .

5-11 AN BN REEEER. X2 , §REEEREERPRE—B RNN Z5
AR (RERAKE)

1R 5-11 7, BA VBB T REMEBRER | DMEFSSIATRARL 10 4> RNN EASMAEHT, B
#, AREREERIAEEERT , SIAFTEHEZ TR SMIEIET |, RELAT LSR8
i (FIHABRIZHKREX) FTHRER B EIEIE.

XEFTEIENE  RARMEHRNERSEEN , AR EMERNEEAS, R, EHT
RNN (2250, WREBEIIEMEH 2 BR B KXY , XERELURIAF AR, T, &
MR AR RN N ER.

& R BIERRAR MR 1E3HT mini-batch )0 | ¥UREPEFENIEEK. BE
7 RNN $T Truncated BPTT B , BUREEIRIRFH.

Iﬁ'ﬁi , BAEB{FER Truncated BPTT k23] RNN, FHITELEMHNE , B5F 1 MERE SR
(®0, -+, T9) 45\ RNN 2. XEBHHTHAEE 5-12 FiR.



IE & h,
RNN

H )|
[z G dh
RNMN

¥
dx

h

RNN

dh

RNN

dx

hq

RNN h.

dh

RNN

5-12 5% 1 ASRIVIEMEHENRE &% : RAMNFERNZIESRNBESREN , fTlRERE

ERIEERR BT

AN 512 fi7N , SEHATIEMAGHE , BUtTREEHE , SHTRUSRITRMBE. #%E 4T —
AMREHNEEE (T10: T11s 0 Too) YUTRERMEEE | M08 5-13 R

IEMEMEHE h
hy RNN
€Iy
ek dh
HMNN
I'lr.l"

RNN

5-13 55 2 MRAIEREEN R (£5%

XE AR, ERITIEMERE , BRUTRMEE, SENEQRR
HEEH—MRBIGHIERURS Mo | SRR IE R B RIERE,

h|l|

RNN hig

Iy

dh

RMNN

d:x

, XA IERMERERIT



FIRBLITTI% | UK 15 3 Ak, N BEAIS 2 DRBEHRaRRRS Puo, gaxkt | 7
RNN fZ2S)ep | IR BRIRIRF R, AR SRUK S TS IRIERIB AT ALK
A% RNN O3S RA220E] 5-14 FiR.

5-14 Truncated BPTT fIBGELIRNTF

A& 5-14 fiR |, Truncated BPTT RIAFFMALEE | #H1T%S). XH—K , BEBIEATFIER(ERE
FLEZNERR , DA BN R E R E %L,

5.2.5 Truncated BPTT i mini-batch 23]

BB RIALE , FAVESV Truncated BPTT B, FH/&E £ & mini- batch 23], #a)igut , ki)
Z BRI ST R FHE R/ INA 1 B, AT HIT mini-batch 3], FEEEBEE | iLEMHAE
BE 5-14 —FERIFMALEE. Bt , EHMASIBNFBALE , FEASMRFPH 1T HE".

KT, BB E—F @ Truncated BPTT #7061 F , STEE X 1000 gobt
FEEE , ARTRKE 10 ARt TalT. BB, aiRtt K/ INR R 2 #1733 2 FEXFME



T, #E20 RNN ERSARUE |, 56 1 ERFABERMTIHARIFEA |, 55 2 £HIEMNSE 500 MK
EIFGIRIAF A . WAEY , BITAEFHS 500 , 20K 5-15 F7R,

h h h

Bl 515 ZEMHT mini-batch 330 , ZEHK (FHE) PEBRASENTHAGE

208 5-15 FTR , HoRis 1 ATTRE (To0 0 To) florposs 2 ATERE Tow. " Toog
534 mini-batch #31 RNN S0 \BIRSHTS], RN \MSIREHRITTH , FIET
SIFFRIRASE 10 ~ 19 MUHERISE 510 ~ 519 MMKHR, @XAE , 7E9HT mini-batch 23]
B, FRENRSASUEMTFIARE | RIUFHN. HA , MRAERIFF i \ SRR 3 A h 8 )
THRE  WEERHEENH,

W_EFTIA |, B4R Truncated BPTT EIEIERE 8 |, (B X THIENHMAAEZE N ETETEN
i, BEAMS , —RERIAFHALSIE , —REFREMR (BHA) MABIBNITAGE.
%%Eg?&ﬁ’ﬁ Lg% | KRR AEEABEIRR , 2 RIBT KRB FMEITAREE , MIEAEKH
BEMBIERE T .



5.3 RNNASEL

B Z AR , INELEEIT RNN 25R. KR L, FIBSKIMKE — N KT e L
FREFREEILE . 5L, FISEIRT Truncated BPTT W3] , ARRAE—NFEKFAE EKE

& IR FFFIRI AT, 20/ 5-16 Fi7R.

h, h, ho
RNN RNN RINN
H oL 2T

5-16 ET RNN fEMLE : ZEKFA R LK EEE

20/ 5-16 Fi7R , BAMPEMSGIRINK A T WIFBIE (T AEEE) | B & 2RI
WET A, XEB | ZEFERN , KE 5-16 FEKF 6 _LRERHFEME I —NE"

2 5-17 Fi7R.

hs

Time RNN

[N [ [N

i

L8 =Ty, L1, -y

5-17 Time RNN 2 : ¥ RFEHBHRERI—IE



P 5-17 Fi7s , BEE A LA AL A HRSE—E , ST LKA KRR A—

B, #anEis  aTlg (To. T 2T ) mesh s ki L g (o Ry LRy
WEh hs ekt ., XE , FKA1TEFHT Time RNN EFREELIBREFRFRNN B, B—ik
438 T HHEFR A Time RNN &,

Lm % Time RNN X#f | FEELNIEN FHIRRE AR Time"F kv , XEAXRPFH
TG LZITE. Zfh/ , FI1EALKI Time Affine . Time Embedding %,

FHAE T RSATHSCELIRAZE © B850, SKELHTT RNN B4 EH) RN 28 5 K5, FIAXA
RNN 28 | SER— kit T T B4R TimeRNN 28,

5.3.1 RNN EH330

o F?;émﬂé%miﬁﬁ RNN Z540300) RN 28, BE5ERS—F RNN IEMEREREEEK , m
(5.10) F’R :

h; = tanh(h;_ (W, +a,W_ + b) (5.10)
XE |, HAVEBIREIR A mini-batch ST, Eit , Tr (71 he) 121778 _HREEREAS

B, EAEMEETES  BENPREEERER, X2, BRERAXNE N MAMENAERE D
, RS ER4E H |, NEFRBREE TG TEXHHT (K 5-18) .

hi—1 Wp + @xr W, = hy

N=xH HxH NxD = H Vo H

g
g

5-18 BRRE : FEMRIAT , WEAENTRYUEE B (XE4REE)

WNE 5-18 Fix , BITSEMERERKE |, JUMAENSSHESRER , ZOTMMAEHITER
B, EFUAERE , BERKIVAE RN ZERFIA T IRFE M ERK forward() ik (<

common/time_layers.py) .

class RNN:
def __init__ (self, Wx, Wh, b):
self.params = [Wx, Wh, b]
self.grads = [np.zeros_like(Wx), np.zeros_like(Wh), np.zeros_like(b)]
self.cache = None

def forward(self, x, h_prev):
Wx, Wh, b = self.params
t = np.dot(h_prev, Wh) + np.dot(x, Wx) + b
h_next = np.tanh(t)

self.cache = (x, h_prev, h_next)
return h_next

RNN RI¥IA T IR N ES BN — MEES . XB , BT RHS BT HRAERI S8
WE NSRS AT E params, ARG, LENSES N TR IAUELE |, FFRTFTE grads
. &xJg , £ None Xt RA{EHEBNE R BI%IE cache FH1THIIAW.



IEM &%) forward(x, h_prev) FiERWEANSE : WTFAHIAK x FINZDMAR h_prev,
RITHFERI (5.10) BT, ER—T , XEMET— RNN EHEREHBAZ h_prev , 4
BIBSZUE) RNN ERIL (= T—BSZIH RNN ZH%A) & h_next,

FRoK , FRAARELSCIL RNN R [A)1EHE . 7R 2 BT, 1EFRATEE E 5-19 Mt BEEBEXRA—T
RNN [RI1E 6] 1£5% .,

h’l]t'.‘\'i

hht'm' - hpext

W,

5-19 RNN EfitEHE (MatMul 3 RR7GEFEFEFR)

RNN ZEHIIER &% R 5-19 (it EIFROR, X BTV RAERERIA MatMul”, il
A+ M "tanh"iX 3 Mz EMA, o , RARE b MINEEH AT FEIRIE , BTt
#, XEENZN L Repeat ., AEHSEEN  XEERTE (AAKES%1.3437) .

B2, B 5-19 FITHEERIRREEE T AN ? 2RRE LR, RAX 3 B R REE%%
MNEEEEET (KTREEE ,E5%1.37) , FMTHEETE 520 , RIEEEENR M
K& Mz EH R E1%.



Wy,
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AN rev
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*

5-20 ZET RNN EfNTEEMRR{EE

THESIL RNN Zf backward(), %[E 5-20 , AT PN TSR,

def backward(self, dh_next):
Wx, Wh, b = self.params

X, h_prev, h_next =

dt
db

self.cache

dh_next * (1 - h_next ** 2)
np.sum(dt, axis=0)

dwh = np.dot(h_prev.T, dt)
dh_prev = np.dot(dt, Wh.T)
dwx = np.dot(x.T, dt)

dx = np.dot(dt, Wx.
self.grads[0][...]
self.grads[1][...]
self.grads[2][...]

return dx, dh_prev

T

)

dwx
dwh
db

PAEFEZE RNN EH R AEERISKIL, Tk, FKATESCEL Time RNN =,
5.3.2 Time RNN Ef3cH]

Time RNN ZH T 4~ RNN EMaR (1 aJAREREEH)

, 20 5-21 F7R.



h.‘*’ I.h||.h"."'..lii"|-' |:
hs

Time RNN
s = (xpn.xy. " .ET_1)

5-21 Time RNN Z#1 RNN B

& 5-21 7740 , Time RNN E&2 T 4~ RNN EiEF kML, BRI SCELA Time
RNN Z. XE , RNN EiERS h REERRTEF. A 5-22 ik, w1 TIRERE

KA < FREE,

hsl | hs]

73l it

5-22 Time RNN B¥EERE | REERRTES , 7B M4 RRSRUIRE

ANE 5-22 fiR , FKAEM Time RNN E&EH RNN ZHBRRARE. X#—kK , /#/H Time RNN
KA L RS RNN ZRBERRSH AT . H5h , BATTRUR stateful IPHSEKIE
H2 DA SZRAR.

T, FARE—T Time RNN ZHSCHL. B ESRIANMAULTIENBEANAIE (F

common/time_layers.py) .



class TimeRNN:
def __init_ (self, Wx, Wh, b, stateful=False):
self.params = [Wx, Wh, b]
self.grads = [np.zeros_like(Wx), np.zeros_like(Wh), np.zeros_like(b)]
self.layers = None

self.h, self.dh = None, None
self.stateful = stateful

def set_state(self, h):
self.h = h

def reset_state(self):
self.h = None

VAW A ERSHANE. REMA/REL (True/False) f stateful, — /AL E layers ££
SRFREZANRNN B, B— /\H!ZJ\'}EE , h IRFFAA forward() AIEMIERG— RNN ZEH)
Fasetk . B4, #FEE A backward() B , dh (REAELBI— P IRBIBEECRSHBEE (<TF dh |, 3K
AT R EERERSTILA AR )

& S| TimeRNN 250 BME | BRE Time RNN EHIFERCR A 15304
set_state(h), B4, BERIEHEIRTSH T IEIILA reset_state().

RSP stateful B FREWER. EAPRIIF |, & stateful 27 True B, Time
RNN E“BRE". XBERMBRE EIE4ERF Time RNN & BB, R , TR AR
&% K , Time RNN ZHIEREEERA IR T, T stateful 24 False B , SXiAH
Time RNN E#) forward() B , 55—/ RNN EHIFEFR S BB ATENE (IETRY
70 B%ERE) . XRIXBREHNER , FRATORE",

m TEALIEK AT FFEIRAT , S E 4T RNN HISRDIRS | IX—ThEE@EE A stateful”—ia)
fﬂ‘o %}Ii/ﬁﬁﬁq—jﬁ%qﬂ RNN E#pH stateful %k | ﬁﬁﬁﬁﬁqﬂt Yy g B
ZIHIfE

#E , EIRE— T IEE &N,

def forward(self, xs):
Wx, Wh, b = self.params
N, T, D = xs.shape
D, H = Wx.shape

self.layers = []
s = np.empty((N, T, H), dtype='f")

if not self.stateful or self.h is None:
self.h = np.zeros((N, H), dtype='f")

for t in range(T):
layer = RNN(*self.params)
self.h = layer.forward(xs[:, t, :], self.h)
hs[:, t, :] = self.h
self.layers.append(layer)

return hs

IEAMERBR forward(xs) AN T ATRBURA xs , xs BIET T PFEEE. R, anRitRn
BN, MARERAHGE D, N xs KA (N, T,D),

FEEARE (self.h 2 None i) , RNN ERIBEECKE h FAFTAITEHEIOA 0 AR VIAtL. 5
Sh, FERRAE stateful A False (I T , h EBHEE AT,



EFESINF |, HEBET hs=np.empty((N, T, H), dtype='f') AfHAERZE—NBH". FE,
TE T X for fEFRR |, &A% RNN 2 , I EFMEIHK AT E layers B, RJ5 , iTE RNN B&A
BZIBBERCIRES |, A hs XN S| (%) .

Lm NFAR Time RNN E#] forward() Aik , NIRRT E h PR FHEmE—T RNN &
FIBERVIR . 7E stateful A True BB T , E F— AR forward() ATER , KIZAMIAL 5
AE NEHARESER., TAE stateful A False MBI T , AT E MEBEEATHE.

T kZ Time RNN EM R EE#% KL, AT ERISHIXA ke EH% , 20&l 5-23 Fik.

has dhs dh idh cee el T
dh =+
(F7Z7E TimeRNN 2 ' '

5-23 Time RNN ERIR F{£E

EE 5-23 7, M i GREMKE) ERMsEEICA dhs | ERm TiRsEILAs dx s,

R X B IKATH THIRZ Truncated BPTT , FTAARFERAX MR E—ZIKREEE. AT,

HAVEIRE _E—ZRNEEIR SRS EERER R E dh F. XE2FRAMFESE 7 ZRIT seq2seq
(sequence-to-sequence , FFIE|F%)) FNaREIE (AAESEETE) .

MJ;?JE% Time RNN EH R EERENL5HRE., RXEHE {4 RNN B, MERREE%0E 5
24 fI7R.

5-24 %1/ RNN B RA{LE

A EFriEskemtE dhe e BskaisE Aot 23158 £ 4 RNN B, XBEEFE
B2 , RNN BRFREBREEERAS X, HEEAEEEES XHIERT | ERAEEN &8
EERSRAN, E , ERFEEET |, 7% RNN BRESKAEHEE. ZREI XY | ki
SN T FTR.

def backward(self, dhs):

Wx, Wh, b = self.params
N, T, H = dhs.shape



D, H = Wx.shape

dxs = np.empty((N, T, D), dtype='f")

dh =0

grads = [0, 0, 0]

for t in reversed(range(T)):
layer = self.layers[t]
dx, dh = layer.backward(dhs[:, t, :1 + dh) # SRKFFHEEE
dxs[:, t, :] = dx

for i, grad in enumerate(layer.grads):
grads[i] += grad

for i, grad in enumerate(grads):
self.grads[i][...] = grad
self.dh = dh

return dxs

XE Bt EA NHNBERN AR (dxs) . BE , RSEMEERARKTE , AR RNN
JZH backward () 777k , SRIGBRANMZIKBEE dx , FHFWAE dxs KXV ZRSI4E. B, XKTRE
S, FEREA RNN ERRERENM , FHEd". . "ARAEREZNAKLE self.grads,

& 1£ Time RNN EFAHZ/ RNN £, H4h, XL RNN EFEHHARMNE. At ,
Time RNN B (&%) NEMHEEE1 RNN ERINERE 2,

PAERLZEXT Time RNN ZASCHLREA.



5.4 AR FFREEAIERISEL
ATHIOEFEE RNN STNESHA. ARRNEAIINT RNN SRR BN AR

Time RNN 2 , AR08 /LA TR IRI FFEERMFT R . FRITHET RNN MBS HEIFRA
RNNLM (RNN Language Model , RNNiEFHERY) | IAE , FR{TTKTTA RNNLM,

5.4.1 RNNLMi2%$iE

B, {1EF—F RNNLM ERKIMLE, & 5-25 fionnix @86 RNNLM BRI, R Z2EE 2
/AT RNNLM HIZEEHM) , BEB/R T 720 ()40 _E R IR mLs.



Sl max Sl ol o e
Affine LA \fing Alfim
LA _ [ESN [hh A
EHilerkling Embidiling Enibed| g Eiheslding
Ii W il 2 i

5-25 RNNLM HIREE (ZERREF , FERRITR)

& 5-25 F % 1 Z& Embedding Z , ZE¥#1i7 ID U HBRRKAHRFR (BARE) .
KRE , X BREEHHAZIRNN ZE. RNN BB T—F (LE7) HdfEReREs , BEdm T—
BZIB RNN = (A1) HHEERRE. RNN Bm B MRS ET Affine B |, €4
Softmax =.



MAE , FAMXEISIEMZHE , MK 5-25 L MBE ANERKEEE | HMTmHER, XEE
%Mﬁ%ﬂmﬁ{]]fﬂ;@m you say goodbye and i say hello.” , JtEf RNNLM 31740 IR a0 & 5-
26 F7R.

Y Time AL Affine AT

BEMM RN HMNN RNN

55 1D - 0 1 2 5

5-26 4MEREAERIEE"you say goodbye and i say hello.”f RNNLM HfiF

W& 5-26 F7R , B A RIEIRE 2897 ID 313k, B4, FATKESE 1 NEZ). /EA% 1 1818
37 ID 4 0 f4 you #Gi . LB , BF Softmax B HIMIR N4 |, TTAN say KR RS , X
RIFIEMTUNE T you EEEINAIBAIRA say, %R, XHEMIEMTUNREFIFH" (FEINF)
7)) NERAF KL,

®E iﬂzﬂ]?é&% 2 N EaiA) say, BEAT , Softmax EfHiL 78 goodbye 4N hello &M#BEERER
5. WK, “you say goodby”#1“you say hello"#B2 R ERMAF (IFR—T , EHERR
goodbye) . XEFZFEMRE , RNN EEIZ"T “you say"ix L__IZ—FjC S ERfE , RNN
#you say" X—Id EHMEERF AT MEMIEEIKSmE. RNN ERNTERRXMEEEEE
A Affine EFITF—BZIK RNN £,

%IXHE , RNNLM A[PATHZ B RTALE S ETR] |, FRUHCARREFUUE T kS Bl 8ia].
RNN ZES NS KB A ORI | (SRR T £ A0S E AT

5.4.2 Time E5IL
ZRTERA TG R A IR A PR E SR 7 Time RNN 2 |, X B th[F#4¢ A Time Embedding

2. Time Affine Bk SCINEARLMEN FEHEIENE. —BAIE T XL Time xxZ , FHAIKWBE R
1R L A BT AR [B] 5-27 X #¥3REL,



Ll ) . Y1-1 s

il | i Sill i Sl g | e Sl i
Alfin Affine Affia Time Afine
—
—
A HA i [t AN
Embililisg [mlsleling Emlesding [ Embolding
i ([} i W71 s

5-27 HEAMERFEIRRESILA Time xx &

LJ IV RELIESE T MRFBIRRERA Time xxZ2", MRATMKILXLE | B
TBRERRSTAR—HAEREN] , SR AT AR 8RR RLE .

Time EHISINRE S, bban , 7 Time Affine ZHIEILT , RREGE 5-28 ke, R T 4
Affine 253 LR & BH 2K ERAERI AT



\line Wl Alimi L imie Alding

5-28 ¥ Time Affine E3RIh T 4 Affine EN&4

Time Embedding Eth—# , ZEIEf{&#EE 1% T 4 Embedding 2 , #3154 Embedding /2
B R AL

*F Time Affine Z#1 Time Embedding i 24555MRNAE , BITHABERT. FTEE
EME , Time Affine EHAZ 84S T 4 Affine B , MEFAEFZE ST SRR
A3 BNMGBAIEE T ASZIRARS (common/time_layers.py B TimeAffine 28) . & FkEK
iI1E—FBFFIRAE Softmax.

FA4E Softmax F—FHRH IRk ZE Cross Entropy Error &, X2 , RABE 5-29 FT/RHIMLE
£E#ISCIN Time Softmax with Loss =,



. ;
LI saftrax

Ll , | with Lo

S0 T "lll'll i AL Ax .j':."" ’H

1 1 Lt 7.1 by

5-29 Time Softmax with Loss B2 5 HE

7 5-29 i To, T1EHUERTN T ARELRNES (BN REFMN IR aiwE) |, to
. Y sseE R ORIEREARES . WREFTR , T 4 Softmax with Loss E& BB L%k , REE
EAIME—RIRTFY , BERIREEARLRIRK. A TRTE TR TRER

1
L=—(Lg+L{+ -+ Ly 1) (5.11)
T \Lo | T-1, [ .

JER—T , 2B Softmax with Loss EitE mini-batch |8k, BEMS , Bi& mini-
batch 5 N E%5dE , Bk N E¥BENHMEZ , BN |, o] SR8 £ 5IRM TR
K, XBHM—#F , B FHIERT , TSRS RERIEN RN RARNHE .

PAEFEST Time ERNRER. XEREMT —MELEANRET | SKPRESSELA] ATE
common/time_layers.py FHE| , BMBHIZHE RIS E—T,



5.5 RNNLMRZESIFHEYr

SKIL RNNLM FTR RN ERCEESLFT |, ARSI RNNLM |, SEXS A TIIIZ: , ARFH
TN —TFERLER.

5.5.1 RNNLM F3cEL
XEKATE RNNLM {5 FREIRIZE SR SimpleRnnlm 28, HREEMIANE] 5-30 Fi7R.

H

o

5

A0

Time Softmax
with Lioes

Time Affine
| ts

Time RMNN

Time Embedding

ws

5-30 SimpleRnnim KE4H : RNN BRRESELNEHTEE

BN 5-30 7R , SimpleRnnlm FERE—PHEET 4/ Time ERHEMLE ., FKIVAKE—THIAK
H{ES (= cho5/simple_rnnlm.py) .

import sys

sys.path.append('..")

import numpy as np

from common.time_layers import *

class SimpleRnnlm:
def __init_ (self, vocab_size, wordvec_size, hidden_size):
V, D, H = vocab_size, wordvec_size, hidden_size
rn = np.random.randn

# VIR AE

embed_W = (rn(V, D) / 100).astype('f")

rnn_Wx (rn(D, H) / np.sqrt(D)).astype('f")
rnn_Wh (rn(H, H) / np.sqrt(H)).astype('f")
rnn_b = np.zeros(H).astype('f")

affine_W = (rn(H, V) / np.sqrt(H)).astype('f")



affine_b = np.zeros(V).astype('f")

# EE
self.layers = [
TimeEmbedding(embed_W),
TimeRNN(rnn_Wx, rnn_Wh, rnn_b, stateful=True),

TimeAffine(affine_W, affine_b)

1
self.loss_layer = TimeSoftmaxWithLoss()
self.rnn_layer = self.layers[1]

# BIBENRENSEEIRESRG

self.params, self.grads = [1, []

for layer in self.layers:
self.params += layer.params
self.grads += layer.grads

X2 , NENEFERANSH (NENRE) #H1T9Eh  ERNERE, BiRER Truncated
BPTT #1723 , % Time RNN Z/] stateful iX&E A True , 20t Time RNN E#iA] DALk A _E—

R ZIIERRS,
b , 2 LIRSS | RNN 270 Affine E(EF T "Xavier Y4(A". 0B 5-31 B , 45

BT AR n BIERT | (ERIAEER VIS TEIER Xavier YIIAE2. IER—T , 4%
HEZ ] A E BRI N R R R T AR IFE AR

23X Z—MAREARFISEL , AR P iRRHKINENIAEEERT T— BT R,



Pt
T

a1
5-31 Xavier YHAME : 7 E—BH n MHRKINRT , BRREES V7 MAHERTIAE

IR = B IER
Vi

& EREFEIS  NERVIBEFEFTEE, XTX—n , HIEIE (REEIA
177 : ZF Python FIER 53K FELHITTIEMARERIT. FHE , X RNN T |, AEK
VIIAENREE, BT REFRVAE , FINHRIGEANBEHSBRALTWN. B
JaEB¥ £ A Xavier YIIAE/EANERVIIAE. Fih , EESHENNMELHRF , ¥ FR
0.01 * np.random.uniform(...) XEERLTLAEMRT N,

&, FAKRSKH forward() AL, backward() A7EH reset_state() Fik.

def forward(self, xs, ts):
for layer in self.layers:
xs = layer.forward(xs)
loss = self.loss_layer.forward(xs, ts)
return loss

def backward(self, dout=1):
dout = self.loss_layer.backward(dout)



for layer in reversed(self.layers):
dout = layer.backward(dout)
return dout

def reset_state(self):
self.rnn_layer.reset_state()

ATUELSINAEE M8, E8NEF , EREEN R EEREEFBIT T S, Eit , FR
ZRUERAIFER forward() (53 backward()) BIE], A{ERN , XEHERMERSHK T
JRSRHLA reset_state(), YA EFEEST SimpleRnnlm ZEfKER,

5.5.2 EEEEKTES

SimpleRnnlm FISCHIEER T , 4% FREBMAIRLE mX MG A BRI TH ). AR T#S
KRB Z AT , BAEIFTe—TESHEERITFNTIE.

EERRATHENEALINRE (58) B BELINMNRRMES . RRE
(perplexity) & # R{EVENE S B ATUNIMEBERITERR.

A | RELEAOR RGBT (X MERAERIEE A 1 WP —E) . T e
8, FAMBIEZE R you say goodbye and i say hello." X —iERLE, BRIEMIEZARELHHAL 1747
N7 you B fith l 5-32 A BTN, Mk, F—DHIIRIAR say (A

1 _ 9 9r
0.8 , XE—MAYUREATN, BUXMERREN , AT E®ERER s — 129,

5-32 M \#37 you B , HEUGH FT— M H I AT RBER S 75
T 5-32 Efmﬂﬂﬁi&ﬁ'—i (55 2) T B ERB AR 0.2, X BARE—MRZEMTUN |
METHEERE R 02 — .

BEE—TT, HEE 1RSI |, ERRER 1.25 ; “HEEY 2"TilRAEG T , ERREE 5.0, M
BIFREH | HRRE i/ NEET

B, TENBEARRAE 1.25 M 5.0 I ? AT B AN XE". FMESXE , BIE T—1 0
USRS E (T— TR B SRR i M) o FERIA RIS+ |, SFRTRIMAETL R



NXER 1.25 , XEFRE F—MEHIK AR RNGEN BT LUEHIE 1 N Eh, MAEZERRE
F, T RERREN R 5 4.

L:" LB B , BETHEZRE R UM AR TINARE, 17 pAR B AT DASHEZR TR
W IERpERIR |, FTARRRER N (RRRENR/IMER 1.0) ; TZERARR R ARG
HIERpERIR] , HRRERK,

A EEBRWARIEA 1 MRRERE. A, ERABIEAZ MBI T | 8RS EHIE ? A
AT RARYE N EME T TR

1 .
L===>_D tulogyum (5.12)
. n k

st = o (5.13)

XE , BIRBIEE R N 4. tn 2 one-hot MEERNEMARIFE |, Ink RRE n MUENE &
AME , Unk FREERNA (FRERLETH Softmax Eid) . IENR—T , L 2HENEHRR
%  Fik (1.8) R MR |, A4 LitEde ok BeEmmE.

XF (5.12) FEEERRLE S BERTHKNINBRBIEE 1 B BERRERC o XE fgE
WEEXBEMER. Wk , RRES/N , S XEB)N , RBEEEIT.

LJ FE(SERAUE , RRRENHRAFONRXE". XAT@RER , BRER 1 HRoE
BHIREN N B XERTFAE.

5.5.3 RNNLMR¥SI{LE5

T, FEAWER PTB BUREHITFES) , R XBE(UER PTB ¥iEsk (VILR¥dE) AT 1000 54
W, XERAEARTTKIAK RNNLM &, BIEFERAARIIGREIE , e REIFRER. T—=
FAVEE S TR, FTERKNLKE-—TEIRMAE (&

ch05/train_custom_loop.py) .

import sys

sys.path.append('..")

import matplotlib.pyplot as plt
import numpy as np

from common.optimizer import SGD
from dataset import ptb

from simple_rnnlm import SimpleRnnlm

# BERBSH

batch_size = 10

wordvec_size = 100

hidden_size = 100 # RNN@IFEHURASHE EHTE M
time_size = 5 # Truncated BPTTHEEIEE A/
Ir = 0.1

max_epoch = 100

# ENVGEEE (Ua/NTHHRE)

corpus, word_to_id, id_to_word = ptb.load_data('train')
corpus_size = 1000

corpus = corpus[:corpus_size]

vocab_size = int(max(corpus) + 1)



XS corpus[:-1] # WA

ts = corpus[1:] # #i (MEHRE)

data_size = len(xs)

print(‘'corpus size: %d, vocabulary size: %d' % (corpus_size, vocab_size))

# FIRMNSH

max_iters = data_size // (batch_size * time_size)
time_idx =
total_loss
loss_count
ppl_list =

# HERAER
model = SimpleRnnlm(vocab_size, wordvec_size, hidden_size)
optimizer = SGD(1lr)

# @ ITEIEAmini-batchi§BERABIRNIHANE
jump = (corpus_size - 1) // batch_size
offsets = [1 * jump for i in range(batch_size)]

for epoch in range(max_epoch):
for iter in range(max_iters):
# @ #HHimini-batch
batch_x = np.empty((batch_size, time_size), dtype='i')
batch_t = np.empty((batch_size, time_size), dtype='i"')
for t in range(time_size):
for i, offset in enumerate(offsets):
batch_x[i, t] = xs[(offset + time_idx) % data_size]
batch_t[i, t] ts[(offset + time_idx) % data_size]
time_idx += 1

# ITEBRE  EHsHk

loss = model.forward(batch_x, batch_t)
model.backward()
optimizer.update(model.params, model.grads)
total_loss += loss

loss_count += 1

# @ &/ epochiiE=EEH

ppl = np.exp(total_loss / loss_count)

print('| epoch %d | perplexity %.2f'
% (epoch+1, ppl))

ppl_list.append(float(ppl))

total_loss, loss_count =0, 0

AL RS AR |, XA 2 A ZINHEMERFSBAR ER—HK), A, AR L
&, MERRNMZBINFIRERE , B EBEIMAGT M ERETTRE. X2, KIIKER
RIEXMR , FHSARE T,

HERBIENMAAR., XBEENVEMA Truncated BPTT #H173] , RBIRBEIRIRFHRN |
FH mini-batch WEHRBEFBEAEIRNITBMNE. FIRAR O 4 , TERMRZABIEN
FHIGHRIE offsets, offsets WENITTRTHFR TIIABIENIHANE (KEE) .

A RN 0 4, MIRFEALUE. EEHESRLR batch_x M batch_t , ARAJFHRIEMN
time_idx A& , ¥ time_idx SLAIBIEMEREFEL . XEFIM @ FIHEIFH of fsets , Kt
Mg RIS E. HSh , W NERERERIDERER/N |, AT RERERERFRAL |, B
B B BROVER E R/ NERREBIEARSIER.

&Ja , Z2TX G12) HHERE |, XERN @ 45T, ATKREA epoch WEZRE , FEITH
B> epoch WFHIRK , RRHRILKRERE.

LB ZEXHRRLHER |, BAETKIIBE— FFI4R. ELEEMNARIET , £ epoch MERRERLS
RERIFAET perplexity list 1, TATTKELHIL S , 20E 5-33 Fi7R.
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5-33 HRREMIRZ
A 5-33 B[40 , [EEFSIMEHT | RREERRS FIE. —ITiaiRid 300 R R RIS /R T 1

(B/ME) T, REXEFERRERMRNOERE , ERERIENT , LEREERE | TERERE
RATIEBER., FT—EHATEFEEH H57 RNNLM ZEMRE | Ht T,

5.5.4 RNNLM [ Trainer 3¢



AFHAET ATF RNNLM f4 RonlmTrainer 2§, HPIEPETE T RIZA ) RNNLM f92£3], KR
A SIAREBEM A RonlmTrainer 28, £5RANT, XERBFIRARLM—TDS (LEMIDTE
cho5/train.py #)

from common.trainer import RnnlmTrainer

model = SimpleRnnlm(vocab_size, wordvec_size, hidden_size)
optimizer = SGD(1lr)
trainer = RnnlmTrainer(model, optimizer)

trainer.fit(xs, ts, max_epoch, batch_size, time_size)

M_EFT7R , B R model F optimizer FEAH RnnlmTrainer 25, REAM fit() , TTHF
3. WA, RonlmTrainer ZEMPNERRBIT E— I TI—RIEIRIE , BKINTETR.

IZIAFFA AE mini-batch

VA AR RY A I M) 4% A0 e [ 153%
FRRUBEFTNE

TN EREE

LJ RnnlmTrainer 255 1.4.4 TN 481 Trainer XA MEIM API, 2R K E M2
{6/ Trainer Z£ , T RNNLM ZESI UHER RanlmTrainer 25,

{EM RnnlmTrainer 2§ |, AL GEXEER KR, ABRFEIREDDEE(ER RanlnTrainer 2€
=] RNNLM,



5.6 /&

AEHREBE RNN, RNN BT HIRRIER , NS ERMABIRFHZBZIFAERAARK, 208L , RNN
ERINBIERT TICIZBSRURSHBEN . ARPIENET RLEHERRE] RNN ZRLEHM |, FKIT
RNN = (#01 Time RNN =) .

AZEFIF RNN Q2 TE SRR, EERRGHRFIIBHIRE. 53t , FMPESHRENE
SRR BARFIITE T — DR EE IR RIRFRER, BEAMRFAT RNN 2R | 59
TR L AKM FHIE | #RI IS EMER(EEICRAE RNN KRR EF . B , /£3RFRE)
A, XH—R, WEE TSR TUEIRFIATT, T—FH(PEI5H RNN ZAEKRE , 0T
FEA RNN [ LSTM Z8k GRU [E. ZFLEFAENFEEARIFEELEER , % 2B TRIEH

P

I
FERFRNE

* RNN BB , BT IERNEHCIZEERURE

o BIIRIF RNN HIEH , ATRUKEEAER AL RNN EiE RKHE ML |, TR
T EMANRE R [E1ERFZHITFES] (= BPTT)

o TEESIKIFHUER , BARKEETHHIER , TR BPTT %3] (=

Truncated BPTT)

Truncated BPTT R &l &k [6) {£3& A%k

1€ Truncated BPTT /1 , AT AFFIEmMEREMIERE: | SERIFHALUE

B IRV IR RS R R MR

ik, {8 RNN BR&HESHEERTDUCIZ B ER I BIRNGER



#£6E Gated RNN

BT, Bk,
—— %

L —%# RNN 3, |, FTACIZS EMER , HEEmIEE EE , ST, A, #tle
fﬁ;gﬁ/l\ RNN KRERIFARLF, REET , WE1EN T EETTARIFHF IR0 FR R AR
RIK R,

WAE , E—FHIME RNN EE 448 LSTM 3K GRU IEFTAE, KPRt , BT RNN B,
BZHETE LSTM E , AR E—FM RNN, JiER—5A , HFREHE L —FK RNN i,
FAi 1= A RNN"EL"Elman”,

LSTM #1 GRU 30T —Fp2 A" 1"B&EM ., ETXAN , FTUES R FHURRK IR

A, AEKIPEFEE _E—Z8 RNN f[aE , MARBER LSTM F1 GRU %5"Gated RNN”, 4F

AEKNTERIRZ BEFR LSTM HILEM |, FHERE S KIICIZ S, tesh |, FKIEER
LSTM BIZESHE! | I ERE 7 AFESSRREE LR IF3th ],



6.1 RNNF[R)EH

L£—FAEE RNN 2Z FTRAAE K550 FFEUR AR R | 2FA BPTT A 4ERRIHK
FRBEARYERIAIE ., ANV E ERI—T _E—FN4EM RNN E , FHiEE — KRBk
YtBAR{T4 RNN EREKKERICIZ.

6.1.1 RNN HE3X

RNN EFERH. MRBIFCHUER , ©REM— N EKFTE AR , 20E 6-1 Fi7R.

= Wy ),

6-1 RNN E : BN RIFIHRIFE

72 6-1 7R, M AR FHUE Tt B, RNN 2tk Fe, x4 e ksl RNN BRIBESRERS , ©
eI RS,

RNN (% s e T3 A 7 £ — BT ZUOBSHRIRES | FR , RNN BTk RS R mofs e, I@ER—T ,
AR EE SRR R RNN E3HTH4NE | NIGE 6-2,



h,

h, h,

W,

6-2 RNN EfHEE (MatMul 35 SR7ERERR)

20 6-2 ffi7x , RNN RRIER Z %S TR H R 3RAA. SRMEIEMETRUEREL tanh M2
ﬂﬁ?’ﬂ]}?‘z , EAERKN E—FBRMRNN Z, FE , FKIF—TX4 RNN EFERED (XTK
CIZEER) .

6.1.2 BREIRKRIEBEIRYE
B S HEINES RIMEE AR I AR T — M BRI AR, E—FRNSILTET RNN

FIESHEE RNNLM |, XEEEHRTT RNNLM [8)8ilis |, FITBkEE—TE 6-3 FiRiHE
%.

Tom was watching TV in his room. Mary came into the room. Mary said hito = 7

63 SRR BB KNNCAL MIRERS : 7 RIS AR 2

RTATIE | AN AFNIZE Tom, RIEHEZIXANELR , RNNLM FEICE Tom 258
BN, Mary #T7 BA"XEER., XEEELMBIRALFHRFIE RNN ERFRRURSH.

IMAELLFAT8ETE RNNLM SHTE S Bk S R AE, 7EIERp#ARE A Tom B , RNNLM &
BRIBE 2 AL e 2 X IR E R BPTT #4753, RIMBE R N IEREARE Tom HITMA
AR R E EE | W8 6-4 FR.



' :M. o

AN

™
S

: |
Softmax Softmax Saftmy Softmay
with Loss with Loss with Loss with Liss
[ i i ;li
Aliine Alline Al Alfine Tﬂm

b

1 i 11
RN , RN , RN . RW

Fahidding Frneslding Fanbwilding : Fhseling
b i i i
Tom was  watching .. fo

6-4 IEHRARER Tom BB EERITREN



1B IERfEHRE Tom B, EEHKE RNN EH7EE. RNN BB X &R B EXHKHE",

REEE SRR A _EAIR R R, WEEE (Het) BTN FRINEENKER , B
¥ EEmidRE#E , RNN EEIKKEKBXR, B2  MRXMBREAETELSS (EE
REBEEMER) |, UNESEIEALHEEN. a2 , RNN ETUEFEIIKIPRKEBIR AR,

ﬁgﬁﬁﬁ%gﬁql\ﬂﬂq@m , XAMEEE RNN REEB R ET/N (BEIHKR) SEBELZKX (5

FIENE) iz,

6.1.3 HBEHAMES ERIFHIRE

ITE , BAVFZ—T RNN BEHEEHK (SEHEEIE) K, & 6-5 Fin , XB{UREF
RNN E1ERS8) /18 _E s (L% .

6-5 RNN EZERTEAR_ERBEE%

W& 6-5 Fivn , XEZRKEAN T HEFHIE , KENSE T DN IEREIRE L% R B AN AL
. #EmAREER , XY TE T MEMRBERESE Tom fIEE. e, S<ERTE)E LK
BE |, ATARMEBNREEIRLZ tanh, “+"F1 MatMul (%EfE3fF1) =&,

"+ R AR LI SROBEE AR T, R EEARZE. B4, RITH tanh F
MatMul ZH < BRI ? F{1%EREB—T tanh.

; 1 : )
i Achaiamngg. % Y = tanh(o) iy ewsue =1V e
y = tanh(z) gyE e empEs SIEEE L | 2E 6-6 FR.



—1.0 | _— — tanh(x)

dy/dzx

T T T T
—4 -2 0 2 4

6-6 Y = tanh(r) wm (REESHK)

& 6-6 g R ¥ = tanh(r) grow WEFTUES | BRENT 1.0, 3FEME ©TE
0, BRMELA/N, XEHE , UK A EEORESRT tanh AN |, BRESEE/N, B,
MRS tanh E¥ T 0% , RS HAEN T X,

E!IWNEMM%&&—%@%Gmh&ﬁ,@EM%&%Rﬂuﬁﬁ,Mﬁ%%W%ﬁ
FEBRRIALE (4 RelU AMINCH = B , ERIEE max(0, 1) . XZRFA , #£ RelU K
EOUE , B KT 0N, REEERE LIFNEEREEE T , MEAL" BN KR
£, @A “Improving performance of recurrent neural network with relu
nonlinearity”fi$ 32 [29] #ifE FH ReLU K3 T MEAERE.

BTk, BANKER 6-5 P MatMul (FBFE3RFR) T, SR A, , X2 ZREE 6-5 FK
tanh . 20—k , 20 6-7 FR , RNN ZM R 27 B L (UBUR T MatMul iz,

W, W, W,

— dh W1 dh

dhWT... W,

6-7 {3 RNN ERSERETRFR A R £ 38 A8

T
768 67 5 | {BSEMN DIESAARE dh | I MatMul 57 it R i s i8Eid sapeden AW 3+
BRE., 25, BN FRIENNELK , FXMTEERMAMAN. SEFEIENE , §—

PABRETARI T B R FRAERIALE W,



B , REEHNBENEET MatMul T RESRIAENIE ? —BE T iR, SIFRTIENZ

HR% 1 IR T EARES , SRIEBE R/ NIEN (F
ch06/rnn_gradient_graph.py) .

import numpy as np
import matplotlib.pyplot as plt

N = 2 # mini-batchgk/M
H = 3 # [RRCIRESm S ML
T = 20 # BNFHURMKE

dh = np.ones((N, H))
np.random.seed(3) # ATEI , EEkEEFT
Wh = np.random.randn(H, H)

norm_list = []

for t in range(T):
dh = np.dot(dh, Wh.T)
norm = np.sqrt(np.sum(dh**2)) / N
norm_list.append(norm)

XEH np.ones() AW, dh (np.ones() ZFTATTHITA 1 HI5ERE) . RJF , RIBR@EHEN
MatMul T3 ISR BT dh ARRLH , FERRDH) dh (AN (SE80) ARINE norm_list 51, X
B, dh K/MNE mini-batch (N) ERIFIL2 T8, L2 TR FETTRNTFAFKFS
*EO

T, BATE_ERABERRITER (norm_list) EIFEE L, 20E 6-8 F7K.

B 3

104

a4

6-8 BAE dh MX/NERRSKE TSRS

N 6-8 AT7R , AT &NAR LA K/ INFE R E) 35K EFERERIEM | X EMEBRLE (exploding
gradients) . MREEMEBRIE , RAMSTBURL , BINaN (Not a Number , 3E¥{E) Z
HKME, —k , HEMNERFE S TEERIZTT.

IAEMIEE 2 D3R5, % wh PR E U T A,



# Wh = np.random.randn(H, H) # before
Wh = np.random.randn(H, H) * 0.5 # after

ERXAE , TS5 EEARKXE , ERWE 6-9 FiR.

LRICIE-S

6-9 B dh HA/NERESKE KB/

ME 6-9 RATBIED |, kB 2R , X2 BEIEK (vanishing gradients) . 1
fkiﬁgg% , BRI AN, —BAREARN , MEMERRERER , BN aTEFIK
PHIRRR R,

FEXBEHTRARRT , BERNK/NREZTEHRIEM , HEZFEBRB/N. At A HIXAFK
EXRA W, 2 BA%ERE wh R BT TR, 2R wh BARE , NEBEREE © 4 wh KT 1
B, BEETEMAILN ; X4 wh /N 1B, BEEEFEEERIEN.

B4, R wh REARE |, TIRFEMEE 2 WL | ST RERBCNTER. WAmS , 5N
FEFRBIENEGREL. REXITTRE (EEBIREZ M TRETHRAE) B2EKT
T, ATRATRIMASE B R/ N AL

& MRFTFREMRKEKRT 1, WA AL ERSE A RELE MBI ; AR
FEARAENT 1, WA SIS ESEE8EREN. B , FAZRATFMELL 1 Kp—
ERHIBEERE, WA , XROLESM , RN &4, 308K [30] FHARIT T
RNN H8 R MAR BB AR , BMBANRETUSE—T,

6.1.4 BEIBRYERNTE

ZEI, TAWRTT RNN REBEBIFABEIHREE |, IAERNBEITRRRAR, BkE—
THREEIRIE.

fRRBEEIRIFRRREMTTIE , FRABBEREY (gradients clipping) . XE2—MIFERSMTTIE,
ERARISI T FTR :



if  ||g|| = threshold :
_ threshold _
9= ——-—7 49
4l
X BRRAT LR ML BRI TE S B ERA R—1 , TS I R, B4, BHRER

BH threshold, et | s L2 19| xFaeFmE | g LA seEmE
SRR SRR, WRFTR, | BRI TIRR R | (AR L SR T R EA G,

; ‘ n!_f:' EATHAEMETREINATESHNE. than , LEMERE w1 M w2 TS
W, IR XASET N ABEEE dw1 F0 dw2 KRS .

ITE , FRAIF Python SKRSCIUABRERRBT , WESTHA clip_grads(grads, max_norm) K%, S%K

grads EEERIFIZR , max_norm ZEME , BLIEEEERETATRAANFSRIL ((
ch06/clip_grads.py) .

import numpy as np

dW1 = np.random.rand(3, 3) * 10
dw2 = np.random.rand(3, 3) * 10
grads = [dW1, dW2]

max_norm = 5.0

def clip_grads(grads, max_norm):
total_norm = 0
for grad in grads:
total_norm += np.sum(grad ** 2)
total_norm = np.sqrt(total_norm)

rate = max_norm / (total_norm + 1e-6)
if rate < 1:
for grad in grads:
grad *= rate

clip_grads(grads, max_norm)

X ERBTNRIL , FRBT2RFAERM S . FA%RESAE] clip_grads(grads,
max_norm) , FTPAFRATZE common/util.py FHK T —HHERIKHL,

LJ AFRMEET AT RNNLM 2238 RnnlmTrainer 28 (common/trainer.py) , EHN
igﬁﬁTiiﬁ%Eﬁﬁg RABRLEBEE IR LE. FKOITSTE 6.4 TTHIXEEA RanlnTrainer ZEHR A
BB

AERE XS ERBIAET. T, FA1E— FHILEBEIHRMSTR.



6.2 FBRETESH LSTM

F£ RNN (22310 BEEDHAR MR — KR, AT BRI ANEE , FEMMRA LK RNN =
454, XEASWEM Gated RNN HEE T . AMIBAERE TS Gated RNN AEHR (MZ%
454) , P RABARMENE LSTM M GRU, ATIIIERE LSTM , TR REHLEM |, FE
BAMERS (M) SIEBEHEK, H5h, Mix CHhEXY GRU BHTRA.

6.2.1 LSTM RN

TR, TAWFEE—T LSTM . R AT, AT HRAE , KOETEEF I\ "HkEER
=", NE 6-10 R , XFETRIEE AT RS RIE A — DM KAE T K.

— tanh

6-10 FV/T MBREIRIAN RNN 2 : 275 R EURIA R (EWER

0P 6-10 Fiw , g tanh (b Wi + 2 W + b) it gaomh— M KA
tanh E(hr—l T RTME) | ZMKABTEPES TR, BEOFILEET tanh &
B,

WA EMIF 7S, B, FIKRER—T LSTM 5 RNN g0 (AMmL) (& 6-
1)



RN LoIM

6-11 RNN BE5 LSTM Bt

40 611 FIR , LSTM 5 RNN RO RELZAMET , LSTM SBEHAE ¢, 34 ¢ HRmaize
T (SEMHAET) ST LSTM & AEI2IZEIT.

CIZBTTREE R |, N7 LSTM EREER A SRR, Mt , 10128t LSTM BN
BT, AEHEHAEEE . T LSTM KESECRS e 1 RNN E4E , 28 (mL) HHEIHEAD
E.

LJ MR LSTM (I I —RE | LSTM i (A RS & h. iE1285T ¢ 33
SNIBARRT I, , FITEERAE B ERNFE.

6.2.2 LSTM B4

WA , FAKF—T LSTM ZEMNEREM, XB , FAE— N —PHIZE3E LSTM B8R | FH(FLRRT
REAMNLEM. UTFHRAS%ET “colah's blog: Understanding LSTM Networks” BV &5
XE.

AARTRTIA , LSTM BICIZETT Ct, XA Ct 7457 B ZI £ B LSTM BiEHZ , aTRUAKHESRET
NI RBINZ  MATALRER (BECABRIITTES) . AR, ETEXIRBLEER
(RIEIZ , MSNEBEIE (FIF—IZIE LSTM) #ithBamikas e, 20 6-12 BTR | LSTM itk 2
tanh BR¥AT R SRHICIZ# T,



.h.-r

R
h.l, 1 h-lr

£y

6-12 LSTM EETRIZEIT ¢t yHEREHRS I

A 6-12 FioR , YRTHRCIZEAT €t BEF 34 M Ct—1, 1 fn @ | 2 smits” (&
) %ﬁﬂjﬂéﬁﬂ XBHE S LIRS v EEREHEN ¢ kitd. B4, IMTER

hi = tanh(e;) =354 € gBRATERE tanh &%,

& BIERTAL | BIZ85T Ct FREHRS Pt X RRBIRTENA tanh Bl X5
bR | IDAZ8TT Ct FIRERRS P (T RS, fNRITIZATT C (ITREANE 100
NpaseR S Fre pTEA AR 100,

EFNT AT, FKAVERAURB—T Gate WTNEE. Gate 2" 1"HER , MBI IFTHHE
L, EHEdERIRE. BEWL , & 6-13 FivR , [ TMERRERLEEERHBUKIR.

6-13 [ JRbLMy : 3Bk

LSTM Fh{E A1 HIERBEFFERE" | AT DMRIER T I TH & SKizt kIR E. 0E 6-14
N, ATBUCE TSR EEHIAE 0.7 (70%) 83 0.2 (20%) .



0.7 (7T0%) 0.2 (20%)

6-14 HIKATREIEHIZE 0.0 ~ 1.0 KIEEA

2N 6-14 B, HFFEFEER 0.0 ~1.0 WKEFOR (1.0 A2IF) |, EEXMNEEHIRE K
KE, XENERRE  NHRFERENRE (83)) NBEFFITN.

Lm BEITHNESHATENI TN EREE , XENESRBIFEIREN. B,
sigmoid ERFUBTKITNFFEFRE (sigmoid BR¥AYHILHTEEZE 0.0~ 1.0)

6.2.3 Hihi7]

HAE , FATKAEIEEEE LSTM, ZERIA BRI | Ieioikas P shaiz e co UMy
tanh Fik. xBest tanhie )y, gwemdss | stxd tanhle) gaeasts | Egen

AT —RZIKERRSNEERE, BTN 1SR TSRS e gt | FTRFR i
Hi7 (output gate) .

I INTFATRE GRHLEE)) AR T A E—ARES PR, BT AT EANR
(6.1) FirR. XEEFERARNESHFBER AR LRNT output WEFH o, ZfFm , I

K FA_ERRRR]. B4, sigmoid s L) R,

o= o(zW' + h Wi + b)) (6.1)

(o) (o)
0= (6.1) FiR , A TaRE W btk -1 g Wa (@om b1 g4
MR . FENNEMTFAIRE b 2 {4 sigmoid Bl , RAMEMEINHE 0. &

&, x4 o #n tanhi(e) goss i T mmTeaiesn P i, Xt EAasigitEE | R
& 6-15 ffK.



h,

L e ]

h;_, h,

€T,

6-15 RN

12 6-15 8, Bt THTIOR (6.1) it SO SRiE  BEMBHFERA 0 , 1
hea7eg o F1 tanh(er) gogeamitabsk, B RAY 2R TROFA , LARAAILR
A MR © FORFAIERA , RBAMTHE I TR |

h;, = o = tanh(e;) (6.2)

A LR LSTM gigith ], XA¥—3k , LSTM I MY | HBEIBRE—TiCiZR
TCHIEHTEDSY .

% tanh BIH 2 -1.0 ~ 1.0 BISER. BATTRUARXA -1.0 ~ 1.0 HEER R EFFH

RELES B HESS (F2FE) . T sigmoid BRI 2 0.0~1.0 BISRER , ROREIRIRE B

B, B, FEAZEIEAT |, i MER sigmoid EREERIBIEERS , TSRS 2SR
W tanh REVERIBIEREL.

6.2.4 E=IJ

REBTEH , FeERE LK., HTX , KNEMNAERHSIFCIZATEE TICMHA". X
8B, B MERNRLIX—B#R.

WA , HNECIZETT Ct—1 ERIN—NSae A BEIZIZNGT , XEFHRAESI] (forget

gate) ., ¥PETI1RMNEI LSTM 2, iHEEINE 6-16 7w,



h'lr

Ci_q C
X
tankh
-j- 0
it
a a
h’! I h."
T,

6-16 HRINESI]
HEE 6-16 F , ¥iE&l T TR —RINTER A 0, EPAEETERANNESE , KT
BaF

(f)

f=oleeW! + bW} + b (6.3)

M,mm&m F Tl (6.3) K18, S5, Ct EaxA M E— MBIzt Ci-1 Rt &N
FeFRE (Gt =F Oy
6.2.5 FAIZIZ AT

B T E—IZIICIZ T BRR T ROCIC RS | BRXAF—3K , iICiZ BTt R ATICE
B AN X MCIZATTRM—EN BiCERFEE , AIRTARNFT tanh T
(I§I 6-17)



h.,r

tamnh

o tanh o

6-17 MFANCIZATHEMNIERSE

ME 6-17 FioR , &F tanh 7 ST EH R IR L —BZIMICIZ 8T Ct-1 . XEE—3k

S EMBURME 712128 T+, XA tanh TRAERANE] , MEXKHRNEERNERSIZ

f?;;o_lﬂz , 'BANF sigmoid BREMERBIERER , TEFER tanh R¥. tanh TR THTE
1 N

g = tanh(z W' + hy W > + b'¥) (6.4)

XER I FoREICIZETRNNFIER. BT 9 2 E—ZIK Ct-1 £, ATREAHTN
ielz.

6.2.6 HiAl]

B&ja , FNAE 6-17 9 FMIT , XERXAFRMMITIFRAMAD (input gate) . R4
ANTVa , WWEEE 6-18 Fivs.



h,

el tanh o (T
h_ h,

6-18 HATHAI]

WAFBTENEER 9 BN TTERNETZ K. BAAAEZEHMAMPESR  MESN
BARMEEETERE. RAER , MAISRMMBUERHES.

#E 6185 , o TR, B § TRt ORIV B A TR -
i = o(zW + w4 pl) (6.5)

KIE B M I RX N ITTRFRARDANERCIZ AT, DLEFEXT LSTM PURBALIRAER.

& LSTM BZAMAK”, XEERIK LSTM BRAEKRMM LSTM , thBFZ 72 1HIE
AR LR RIREA LSTM,

6.2.7 LSTM RBERRSN

LEFKNNAT LSTM LM , B4 , AHAERSSERAEIEKIE ? KRR B WS
BT c WRAEERTHR (& 6-19) .



i Wikik @0 " i P RE A IF Wil @

6-19 CIZEITHIRA (&%

T 619, FIMUREICIZEAT , S5l TENREEE. W, iCIZATrREEHENUR
TR, S S SRR BRI | FTBERERA A (B 1) .

<" QAT EH A Z MR , MENNTRMFR (FEHER) . WER—T , 2K

RNN IR [a &+ , EiMEAAERNANERRER Tyu&ﬁfﬁﬁf Jd‘i%i PRI ST B

(SRR EIRAE) . TXER] LSTM R AEHFH TR ZBEARIITE |, MEX N ITRMRIAT
%ﬁgﬁﬁﬂﬁg%E?T\IﬂE‘]H{Eiﬁﬁm‘ﬁifc%m%ﬂﬁ%o BB ERSREBEIHEK (T8
=K ) A,

& 6-19 "7 mANTERRG 1S (BXREEARRNIME) . B AN MZEIE B2
BITHITR , HBEATN u,uﬂuj\] REESIC TR ﬁﬁr EE R ERE AR
2384, E , ARz A TR (MZKIICEREE) BEEREEBEERNERT
1£5%.

MELETHRRTA , LSTM BICIZE8 TR () RABEIRK. Rt , fTRUBRACIZ#ITRe®
RE (3F3]) KPRKRBIRAR.

& LSTM & Long Short-Term Memory (K4H#iidiZ) REE , EBREUK
(Long) B AI4EF4ERIELZ (Short-Term Memory) .



6.3 LSTM H3HL

T, FAPRSEL LSTM, X BRI TR AMBERZESCHIN LsTM 38, RRALAIE T 0R02ESELA
TimeLSTM 2, IAEFR(15EEIR—T LSTM St THITE |, aNFAT/R -
()

f=cl@wl +h_ W,
o (g) (g , nlg)
g = tanh(z,W¥ + h, W, + b'¥)

0 bffﬁj

K fi\ K I:G.ﬁ‘,l
1= f;r[:I:,W_“I_” + hr_1W}4’ + b
o=oc(xW,” + hy W, +b)
co=fOe_1+gi (6.7)
h; = o = tanh(e;) (6.8)

PAERE LSTM BHTATE ., XBEEEEER (6.6) PH 4 MAH TR, XBHRIHTHRE
eW, + hW, + b siept 7. R (6.6) Pt 4 MRFHRBHTOS AR | (BHESTRTUR
& 0BT 1 ARFHHT , tE 6-20 FTR,



oW+ bW+ 0
iﬁ:W.-EE] + m_lﬂﬂtl!} 4+ i
oW+ by g b
W by w‘“’ -

i

uW, ¢ hi-) Wh t b
L : |
W;E"M‘]W‘”’W } lﬁ_h*iu_w

Wy ely )




6-20 B4 4/ME , B 1 ROHEHRHT 4 MTE

£ 6-20 1 , 4 MNE (HRE) HWEAAT 14, ML, RABMMNIT 4 RS ERIBIT 1
KTEBIAITER , ATRUIMRITER E ., XRERAEMEEFTE R ERE 2 ER , MEETE
WEREGR—EEHE , BANNOSERE.

BEW: WiflbH3as 4 ME (SRE) |, thE LSTM gt EEME 6-21 BTk,

h

i

W [/ .

h | | ' h

slice

h
W,

E6-21 A 4 /MEHTHSEERN LSTM KiTERE

N 6-21 Bz, Se—ile T 4 MasTAHR. K5, BT slice e, Btk 4 MER. X4 slice
TRRMAR , CRASERIER (JEFF) BTN 4 4 , ARREANE. Eslice TRz
&, BURIRTMUERER (sigmoid ER¥EK tanh %) |, T E—TAAMITE.



WIE , %E 6-21 , ARSI LsTMZE, BHHEKRE—T LSTM ZEMPIAKARRE (=

common/time_layers.py) .

class LSTM:
def __init___(self, Wx, Wh, b):
self.params = [Wx, Wh, b]
self.grads [np.zeros_like(Wx), np.zeros_like(Wh), np.zeros_like(b)]
self.cache None

VAN SBAENES I wx, wh FMEE b, NRIATIA , XLNE (HKE) BET 4 ME. €
XS WRISHNES IR CA R REE params , HHBRUWERSZNHBE. Hib, BRRE
£ cache REFIEMERHRNTELER , ENRERMEHRKTERER.

B FRSIMEREER forward(x, h_prev, c_prev) 777k, BERSHEKARTRZIBMA X,
L —BZIRBERCARE h_prev , AR _E—BZIKNCIZ#TT c_prev (

common/time_layers.py) .

def forward(self, x, h_prev, c_prev):
Wx, Wh, b = self.params
N, H = h_prev.shape

A = np.dot(x, Wx) + np.dot(h_prev, Wh) + b

# slice

f = A[:, :H]

g = A[:, H:2*H]

i = A[:, 2*H:3*H]
o = A[:, 3*H:]

f = sigmoid(f)

g = np.tanh(g)

i = sigmoid(i)

0 = sigmoid(o)

c_next = f * c_prev +g*i1
h_next = o * np.tanh(c_next)

self.cache = (x, h_prev, c_prev, i, f, g, o, c_next)
return h_next, c_next

HERTHHZR, EE—T , HEKBREE wx, wh b REHNE 4 ME |, BENERE
AKINE 6-22 FiRIIEET.



withwiE i wle!

) (B g (1) e[ )
W W = W, ' |W,

It W, + hi_q ‘@a = A

el F)
NxD N x4 H NxD N x4H Nx4H

—H —H

6-22 PISABRNERARE (HREE)

HEE 6-22 9, HA/NEN, BIABIRRAERE D , 1ICIZA TSRS HRALER H. B4, it
BER APREFET 4 NMAGEHRMER, EIL, BT AL:, (HI. AL, H:2%H] XEERYIRERHER
B, AL T EREET A, $% LSTM (Uit EE |, RISHNSSIIN XA,

& LSTM EhRET 4 MYE, XH—FK , LSTM ZERESE wx, wh fl b X 3415
. IER—T , RNN EFMRESE wx, whFl b X 3 /5%, LSTM EF RNN EHS5%

WERAMER , ERENNBRAI—H.

LSTM ) J ) &4% o] UB IR ] 6-21 FITHEIR A EEMmKG. ETREAAREIR , XHA
B3, A, B slide TREFS—XNE] , FIAKNEERA—TERREEHE.

slice TROBFEMED AT 4 6, ALERREERFTEES 4 MK | 20E 6-23 Fi7R.



(N= H) (N=H) (N=H [N = H)

A slice

(N =4H)

df dg di do

'Y Y

dA« slice

6-23 slice TRKIEMER (L) MRmERE (T)
FIFE 6-23 B[40 , 1E slice IR A ERET | Pk 4 1500F, EFH 4 MK df. dg. di M
do , BEAIPHER dA. RIES NumPy #4T , RIFTAEM np.hstack(). np.hstack() FEKF

7 LSRR (FEETA ENBHEER np.vstack()) . BIL, EiRLAE
ATAATE 1 TRIBTAK.

dA = np.hstack((df, dg, di, do))
PAESEXT slice "7 B R M) {EHE AIVEER
Time LSTM Ef0330

INAEFRA LKL TimeLSTM BOSKIR. Time LSTM BEE&(EAMNE T NNFEHEERE , B T 4 LSTM
EMRL , 20E 6-24 Fi7R.

.Ir.!‘.."'h ':.Ir-!'-||.|'i'|."' "h': |I
hs

Time LSTM — LETM LETM LETM

£LLS



6-24 Time LSTM [ AT

WHTATA , RNN #{$ A Truncated BPTT #4733, Truncated BPTT DUE YK EE M K A1%

BRER |, (B SEAFFIEMERNEERR. Akt , 20E 6-25 FiR , ¥FERURSAICIZ 8 IT iR

ﬁf)ﬂif‘v—'\g%* XEE—3k , AR T— forward() ER¥ET , ®aTDALKA _E—BZIBFE ROk S
(FMEIZ8T) .

||'I|II

hsl o hs]
h¢

Tl i)

6-25 Time LSTM f R ) {&5 % \Fi L

HMBESILT Time RNN Z , XEHWRARAFFHFTHEEL Time LSTM R, TimeLsTM AT UE FE
XEESHL (F common/time_layers.py) .

class TimelLSTM:
def __init_ (self, Wx, Wh, b, stateful=False):
self.params = [Wx, Wh, b]
self.grads = [np.zeros_like(Wx), np.zeros_like(Wh), np.zeros_like(b)]
self.layers = None

self.h, self.c = None, None
self.dh = None
self.stateful = stateful

def forward(self, xs):
Wx, Wh, b = self.params
N, T, D = xs.shape
H = Wh.shape[0]

self.layers = []
hs = np.empty((N, T, H), dtype='f")

if not self.stateful or self.h is None:
self.h = np.zeros((N, H), dtype='f")
if not self.stateful or self.c is None:



self.c = np.zeros((N, H), dtype='f")

for t in range(T):
layer = LSTM(*self.params)
self.h, self.c = layer.forward(xs[:, t, :]1, self.h, self.c)
hs[:, t, :]1 = self.h

self.layers.append(layer)
return hs

def backward(self, dhs):
Wx, Wh, b = self.params
N, T, H = dhs.shape
D = Wx.shape[0]

dxs = np.empty((N, T, D), dtype='f")
dh, dc =0, 0

grads = [0, 0, 0]
for t in reversed(range(T)):
layer = self.layers[t]
dx, dh, dc = layer.backward(dhs[:, t, :1 + dh, dc)
dxs[:, t, :] = dx
for i, grad in enumerate(layer.grads):
grads[i] += grad

for i, grad in enumerate(grads):
self.grads[i][...] = grad
self.dh = dh
return dxs

def set_state(self, h, c=None):
self.h, self.c = h, c

def reset_state(self):
self.h, self.c = None, None

TELSTM o, BT BRRCRZS h &b , ,d®(ERICIZEATT ¢ TimeLSTM ZEAGSTERA TimeRNN 28 JLF—
F, XEMBT S stateful IEERBBLIFRE. Tk, FAMEAZXA TimelsTM IZIESHE

Eich



6.4 {EM LSTM RiESHER

Time LSTM EMSKIITEAT |, MAARKNERMER —EFSHE, XEXMKESHEEN E—F
JUFR—HI , E—KXHE , L—FE Time RNN ZHBM70RER Time LSTM |2, 21E]
6-26 f7R.

Time Softmax Time Softmax
with Loss with Loss
Time Affine Time Affine
ts ts
Time RNN Time LSTM
Time Embedding Time Embedding
ws ws

6-26 EEMIMMLALEN, ZER E—EAIRIHER Time RNN (% , HERFER
B Time LSTM fA5EHEY

& 6-26 7140 , XEM E—FIMEESHERNEANETERT LSTM, HKATHEE 6-26 HEF
B MLESSELA Ronlm 28, Rnnlm 2880 E—ZE /4000 SimpleRnnlm 28JLFARR |, {BEEMT —
LI FE, TEAEER LSTM ESSILA) Ranln 25K 1,

X B BRLERT T ch06/rnnim.py. ch06/rnnim.py J8id 4% BaseModel 2 , SRINEE A fE

o

import sys
sys.path.append('..")
from common.time_layers import *

import pickle

class Rnnlm:
def __init__ (self, vocab_size=10000, wordvec_size=100, hidden_size=100):
V, D, H = vocab_size, wordvec_size, hidden_size
rn = np.random.randn



# MIAHANE

embed_W = (rn(V, D) / 100).astype('f")
Istm_Wx = (rn(D, 4 * H) / np.sqrt(D)).astype('f")
lstm_Wh = (rn(H, 4 * H) / np.sqrt(H)).astype('f")

lstm_b = np.zeros(4 * H).astype('f'")

affine_W = (rn(H, V) / np.sqrt(H)).astype('f")
affine_b = np.zeros(V).astype('f")
# E£E

self.layers = [
TimeEmbedding(embed_W),
TimeLSTM(1stm_Wx, 1lstm_Wh, 1stm_b, stateful=True),
TimeAffine(affine_W, affine_b)
1
self.loss_layer
self.lstm_layer

TimeSoftmaxWithLoss()
self.layers[1]

# BB REN ISR F

self.params, self.grads = [], []

for layer in self.layers:
self.params += layer.params
self.grads += layer.grads

def predict(self, xs):
for layer in self.layers:
xs = layer.forward(xs)
return xs

def forward(self, xs, ts):
score = self.predict(xs)
loss = self.loss_layer.forward(score, ts)
return loss

def backward(self, dout=1):
dout = self.loss_layer.backward(dout)
for layer in reversed(self.layers):
dout = layer.backward(dout)
return dout

def reset_state(self):
self.lstm_layer.reset_state()

def save_params(self, file_name='Rnnlm.pkl'):
with open(file_name, 'wb') as f:
pickle.dump(self.params, f)

def load_params(self, file_name='Rnnlm.pkl'):
with open(file_name, 'rb') as f:
self.params = pickle.load(f)

Rnnlm ZEE 2 Softmax ZALFKISMESIA predict() 717k , XANTTTEES 7 FVHTXALE N
KERE), WA, ZISERMT BTHEE S save_params() Fl load_params() Ak, T T
LIS _E—3FE/) SimpleRnnlm ZEAHE],

LJ common/base_model.py FH— BaseModel Z& , iZZSKINT save_params() Fl
load_params() J7i%. R, MBIk Baselodel 2 , MAERRISHURMETITIRE, B,
BaseModel ZEMISRIAHIT T4k , A3 GPU Mt T4a ({FF 16 fF R ¥iFiE) .

T , FAIE PTB BIR&E LXMW, XkFK(EA PTB BUREM T B UILEIEHTTES)
(E—Z=hRERAT PTB HIEEMN—E849) , RN TR (= cho6/train_rnnlm.py) .




import sys

sys.path.append('..")

from common.optimizer import SGD

from common.trainer import RnnlmTrainer
from common.util import eval_perplexity
from dataset import ptb

from rnnlm import Rnnlm

# REBSE

batch_size = 20

wordvec_size = 100

hidden_size = 100 # RNNHIFERCRSHE BIKTE
time_size = 35 # RNNfIBIFAR/I

1r = 20.0

max_epoch = 4

max_grad = 0.25

# R AVIREE

corpus, word_to_id, id_to_word = ptb.load_data('train')
corpus_test, _, _ = ptb.load_data('test"')

vocab_size = len(word_to_id)

Xs = corpus[:-1]
ts = corpus[1:]
# HERHERY

model = Rnnlm(vocab_size, wordvec_size, hidden_size)
optimizer = SGD(1lr)
trainer = RnnlmTrainer(model, optimizer)

# O NARERHITES

trainer.fit(xs, ts, max_epoch, batch_size, time_size, max_grad,
eval_interval=20)

trainer.plot(ylim=(0, 500))

# @ ETIIIEIITIFG

model.reset_state()

ppl_test = eval_perplexity(model, corpus_test)
print('test perplexity: ', ppl_test)

# @ RIFSH
model.save_params()

XEBLGE NARIEF_E—EFRMAES ( chos/train.py) BIRZMARMMS , AXEESNAARE
B, &5, K @ 4MFH RnnlmTrainer Z53HTAERVAMSS] . RonlmTrainer 2K/ fit(O) A
JESKIETIKEE TS |, EAREIKSE. B, FERIERNED , BITFERE max_grad £, WM %S
BREE., IER—T , fit() AERNEBFHI TSN TR (XELERENRE) .

# SKERE

model. forward(...)

model.backward(...)

params, grads = model.params, model.grads

# BREEEET

if max_grad is not None:
clip_grads(grads, max_grad)

# BEHBM

optimizer.update(params, grads)

FAVTE 6.1.4 TEREERBISIN AT clip_grads(grads, max_grad) , X2 XA AHITEEE
B4, BT @ 4K Fit() AERSE eval_interval=20 , & 20 )t &R E 1T 1 K3 E
#r. BAXRHBIRERK , FIRUREXEA epoch #HTHEY , MRS 20 KERFEM 1%, &
HEMNEBTEMEERA plot () AIELHIALE.



EFEIERE , AR O AMFEANKEIENAXREHITIT . XEFTEEENE  WNFEL
EEMEAKIRE (LSTM KRR SFNCIZ A TT) o bhah , BTG X E R K
eval_perplexity() £ common/util.py FELRIN , ATLAEFE(FE RN,

&Ja , A @ AR FIIFNSHAREFESND . T —EERATH , L ERAXLEES
FHRRES .

PAERZ RNNLM 2 SIE, STAERE |, R im Eakit & 6-27 4R,

$python train_ranlm.py
| epoch 1 | iter 1/ 1327 | time (5]
| epoch 1 | iter 21 / 1327

perplexity 1088.84
| time 4[s] | perplexity 3845.17

| epoch 1 | 1iter 41 / 1327
| epoch 1 |
| epoch 1 |
| epoch 1 |
| apoch 1 |
| epoch 1 |
| apoch 1 |
| epoch 1 |
| epoch 1 |
| epoch 1 |
| epoch 1 |
| epoch 1 |
| epoch 1 |
| epoch 1 |
| epoch 1 |
| epoch 1 |
| epoch 1 |
| epoch 1 |

| time 9(s] | perplexity 1286.%4

iter 61 / 1327 | time 14[s] | perplexity 956.13

iter 81 / 1327
iter 161
1ter 121
iter 141
1ter 141
1ter 181
1ter 261
iter 2il
iter 241
1ter 261
1ter 281
iter 361
irer 311
1ter 3i1
1ter 361
iter 361

[ 1317 | time 23(s)
[ 1317 | tima 27(s]
[ 1327 | time 31[s)
[ 1317 | tima 35([s)
[ 1317 | time 48[s)
[ 1327 | time 44[s]
[ 1327 | time 48[s)
] 1227 | time 53[s]
[ 1317 | time 57[s]
[ 1317 | time #1[s]
[ 1327 | time 66(s]
[ 1327 | time 78ls]
[ 1327 | time 74[s]
[ 1317 | tima 79([s]
[ 1317 | time 83([s)

| time 18[s] | perplexity 806.56

| perplexily 658,86
| perplexity 4

| perplexity 681,76
| parplaxity §75.78
| perplexity §99.01
| perplexity 479,95
| perplexity 488,23
| perplaxity 443.42
| perplexity 468.75
| perplexity 447.81
| perplexity 398,51
| perplexily 356,89
| parplaxity 486.82
| perplexity 489.33
| perplexity 337.84

E6-27 KippiHitiER

H£E 6-27 7 |, 4§ 20 iERd 1 RERERE. KIRE—TER , NIFFAREZRER 10
000.84 , XEMKE T — iR AEIENMIBERDE] 10 000 MR, FAXREIBEANICER
10 000 4~ , ATRUX B AMNIEEINRE , MY TEN, BEMEFIMNHIT , BREFIAE
¥, Khrk , YEARBRIT 300 kb, FRREELEE]T 400 LT, TE , KNBF—TERENE
AFE , k& 6-28 FiiR.
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6-28 BEEMIRA (%8 20 WA UISBERRTT 1 XWFH)

EXRHRBF |, —HBHITT 4 1 epoch 53] (BREASKRE , ST 1327 * 4)%) . & 6-
28 AR , BRRENRF R , R&XE) 100 £4. ETHRAKABIRKITFN (RAHD @ 4) 45
RN 136.07 ... KEREGSXPATIHEAIER , (B2 EB7E 135 Hif5. MANEW , FAIERL R
KE)TRER T — M EiRRIEN L (W 10 000 4N) 4&/1NEI 136 DAERIKF,

M4, 136 XHHEREIEREF BT AKFR ? B3R , XHFARAR—MRIFMLER, £ 2017
FR—MFTEE |, PTB $iE sk LRREDAREIT 60 AT BY, HMWEEIEERAMBHET
8], FEFKIIHRE—LSHATE R RNNLM,



6.5 FH—b¥H# RNNLM

BT LT RNNLM i 3 QBB etisthry | ARt esidt | N RERE

2
6.5.1 LSTM EfZE
1518 F RNNLM AU S B | IR LSTM B (B4 LSTM B) MAEEERER. =

BIEMNRART = LSTM B, BIEMZNE , \TRURSESRENKE. Fian , 7K 6-29
%, RNNLM AT HA LSTM J=.

Yo Y, T Yr—
Softmax Hoftmax Softmax
Affine Alling Affine
LETM LSTM LSTM
LETM LSTM LSTM
Embedding Embedding Embedding

wy W e W

6-29 {ERAF4 LSTM EH RNNLM

& 6-29 B/RT EMEA LSTM BRBIF. LA , 35— LSTM BRIFSECK SR EMAS LSTM 2
K. IRBEENAR , RITITAEMZA LSTM B, NI TME ZertE= | sXFFi7ih s
LMK EREMRE—HR. F£aIE CREFIAN] : £F Python fIFR 5L + , FKA(1E
F&MZ A Affine =F Convolution & , 41 7RI FHFR0ETY,

B4, EBEMILANER ? TERE— PR TRSBMNEE,. FARREESH , FIATRIRE
BRREFBNERFEE, EATIRVIZBURIAIERMAE. IfER—a) , 7 PTB ¥Rtk L]
ESENAET , 4 LSTM KESCA 2 ~ 48, ATRIRIGHLIFINEER .



A\ R | ATEREDE AN GNMT 5 P 28T 8 = LSTM (ML, a0iZfBIfT
7; , RAFEHRRAFVRARME | AR RBVILREUR | MATRUBE AR LSTM EXIR SHE

6.5.2 ZET DropoutiPFlidiis

BILEM LSTM = |, afUFREBF I 2N FRURN R MRBIR R, AR R , BEMARE , 7]
AR RN N FEIRAMET! | BEXHHERARLZEDIIUE (overfitting) . EHFEHE
RNN PEE MBI BTRARE NG B R SR ETIUE , FL RNN B G RIFEER.

Lm MG RIETELS TYISEIRERE , AR , Tia 2 —FERZ 2 hBE N EPK
o FNERME—MZWAETRIRE |, FHHORETIISEBIRMBIERIRAITEN ER |
FIRTEBRLET UG | FHRHRI TR,

MEEMEEAREN AL : —BIBMINAEIRE ; — R MEENNERE, KIS MEERBIM
MTIE. RIS, SRR IR B FETIMIERMEBRA . thin , L2 IERItA 3T KINAE

BT,

eS| 1% Dropout™ sx#¥ , ZEYILRETFEA 2R EA—ED5 (bban 50 %) M2t , AT
—FPIENIL, (] 6-30) . ATEATEAFARTR Dropout , FREHN AT RNN,
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(o) BB L (L) {# F Dropout YRS R 48
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X
‘ay
v,

%—Zﬁ? Dropout BLEE (S%30Hk [9]) : AR FEANMEMLE , HORFEAT Dropout

2NE 6-30 fT7R , Dropout FEHEZE—F O #EETT , REZREL] , FILAREEES. XFHE
M2 B —FHIZ) , AR S LRIz HeE . FIERIE GREFEIANIT : T Python
FEFR 5K 2427 Dropout, #NE 6-31 iR , YBERAIAE T EBUEREUERA
Dropout EHIRG] , FRER T ERMTHHITIUE.



K

Softmax

with Loss
Diropeoni Diropomt L
Rel.U Rel.l
Al Alline

L

6-31 % Dropout EN AT HTHHE ML KEIF

A4, FEEF RNN R | 3% Dropout ZHAMPENE ? & 58] DASZIKZFBALE LSTM
ERIE A L, 0B 6-32 fiR. AEERE , ZHAR—MFRmATT.
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6-32 FIFHIBIF : ZER R LA Dropout &

AFAERTFF 771 L4\ Dropout , BRAMISTIS SN | FEENEINIER  (SELMAEL, hi
2%t , @ Dropout PR FE AT B ARLLABIARE., ZEEIREMFAE | RIFREFEN 4T
&£\ Dropout, Ut , 418 6-33 BUR , RAWEREH® (EEF7H) LHEA Dropout 2.
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6-33 IFHIBIF : FEREAE (EEAM) LA Dropout B

XK, TTwiniEAm OkFam) szl FEEASZEK. Dropout SEEIMNL
REREF®E (EEAME) LiEER.

m IAELL B —T & 6-31 F1[&] 6-33, & 6-31 BT RN T FERIRIREMLE P {E
Dropout 1B , XM FFEIRBE AR LNV AT Dropout, MAEEIMAR , 7£E 6-33 7,
B ERE A ™ _ LN Dropout , BEFBIRIREMLK I —4E |, BEBIPHITIUE .

WMBTFATIA |, “E#A Dropout" NEE AERNE AR L, B2 , RIEKIRIRSE T 2MAIAKSIN
FFEI A ma £ RNN IERI4E, bban , ik [36] 42 H 454> Dropout” (variational dropout)
BRI A T iR A k.,

b T IRE 1 , A4 Dropout EEAZERTEI A £ , NIH—SREESHEENEE. E 6-
34 7R, ERWLEHIZ R — /) Dropout (MR mask, XEATRK mask 2F5RERBE
BEIRRFEN A /R{E.



1 i |1

6-34 ¢4} Dropout (IBIF : RAMRE R Dropout EFAMERIK mask, BiX#E , uT
[E—/Z& Dropout {# RN mask , X¥ERIA TR LAY Dropout thEHR

& 6-34 F7R , IBIL[E—Z/) Dropout 2 A mask , mask #“EIRE”. t—:Xk , (SERNIREF
R EE" , FrART AR 4% #1 Dropout KA eSS BHik,

%‘ 1B A4 Dropout B 40 Dropout ISR ELF, NiT , AEFRITE(FERES

a3

Dropout , T213# A% # Dropout, 74y Dropout HIABIEAIRfETE | BNGBAIEHZ T AR
o= —T.

6.5.3 HNEHZE




BHE S A — M ER RBETT , EMERE (weight tying) P7IP8, weight tying
ATAEFA"NELE". & 6-35 Fix , HEUHEHZENE,

R

Softmax
with Loss

A fine

LSTM i L =
NS
LSTM

Embedding

w

6-35 55 EEIFHENENHIF : Embedding B Softmax BN Affine BHFNE

& 6-35 F7R , 46 (Z) Embedding E Affine EMAEREIIETHNELE, Bd#E
%Bﬁgﬁzrﬂﬁ——?ﬁi , AIARBAEII WS HEE, REW , ENeERaRE. ETE—
_ |
WA, HNKEZEBR—THNELZNI., XB , BEOIICEAN V , LSTM MFERUR A4S H
, W) Embedding EHERNKA V' x H |, Affine BZRNERKRA D H < V', WA, 0REE
ARELZ | RER Embedding ENEREERE A Affine ZRAE. XM EE RAREIT]
PATE Sl B

LJ AT ARNERXZEHRNIE ? ENM L , AZNEAJUBSFERFLINSHHE , A
MAERtEs]. 55, SHBERLD | ERESCHIPHIT NG RAFLE . 13 [38] AR LR T
REHZAMTLER , BXBRIRETUSET,

6.5.4 FEIFAY RNNLM (3R]



Zt, FAINEAT RNNLM 1K 3 A RFstitrr. TR, BATRE—TRXERITRES AR

EEtE®H., XB , ¥BE 6-36 HELEMSLINA BetterRnnlm 2,

Time LETH s S

Time LSTM

ws

6-36 BetterRnnim ZRIMLELER
2N 6-36 F7R , Mg 3 |anF ¢

* LSTM ERZEWN (tibh 2 E)
* {#F Dropout ({NNAEREAM L)



« WELZF (Embedding EH A2ne EIREHLS)

IAE , FROITRSINHAT T 31X 3 MK BetterRnnlm 2K, AT R (5
ch06/better_rnnlm.py) .

import sys

sys.path.append('..")

from common.time_layers import *

from common.np import *

from common.base_model import BaseModel

class BetterRnnlm(BaseModel):
def __init__ (self, vocab_size=10000, wordvec_size=650,
hidden_size=650, dropout_ratio=0.5):
V, D, H = vocab_size, wordvec_size, hidden_size
rn = np.random.randn

embed_W = (rn(V, D) / 100).astype('f")

1stm_Wx1 = (rn(D, 4 * H) / np.sqrt(D)).astype('f")
1stm_Wh1 = (rn(H, 4 * H) / np.sqrt(H)).astype('f")
lstm_b1 = np.zeros(4 * H).astype('f"')

1stm_Wx2 = (rn(H, 4 * H) / np.sqrt(H)).astype('f")
1stm_Wh2 = (rn(H, 4 * H) / np.sqrt(H)).astype('f")

1stm_b2 = np.zeros(4 * H).astype('f"')
affine_b = np.zeros(V).astype('f'")

# 3!
self.layers = [
TimeEmbedding(embed W),
TimeDropout(dropout_ratio),
TimeLSTM(1lstm_Wx1, 1lstm_Wh1, lstm b1, stateful=True),
TimeDropout(dropout_ratio),
TimeLSTM(1stm_Wx2, lstm_Wh2, lstm_b2, stateful=True),
TimeDropout(dropout_ratio),
TimeAffine(embed _W.T, affine_b) # MNEHZE!!
1
self.loss_layer = TimeSoftmaxWithLoss()
self.lstm_layers [self.layers[2], self.layers[4]]
self.drop_layers [self.layers[1], self.layers[3], self.layers[5]]
self.params, self.grads = [], []
for layer in self.layers:
self.params += layer.params
self.grads += layer.grads

def predict(self, xs, train_flg=False):
for layer in self.drop_layers:
layer.train_flg = train_flg
for layer in self.layers:
xs = layer.forward(xs)
return xs

def forward(self, xs, ts, train_flg=True):
score = self.predict(xs, train_flg)
loss = self.loss_layer.forward(score, ts)
return loss

def backward(self, dout=1):
dout = self.loss_layer.backward(dout)
for layer in reversed(self.layers):
dout = layer.backward(dout)
return dout

def reset_state(self):



for layer in self.lstm_layers:
layer.reset_state()

REERMOABMENA FrRsudEfts , BEms , BNFA Time LSTM &, £/ Time
Dropout £ , 37£ Time Embedidng E#1 Time Affine Bz A1 ZANE,

THEFHI TR T BetterRnnlm ZEHFS], FEXZFT , FHRITHHEEI—THERITHESI R,
XNYENE | 1584 epoch {F ARAESUETFN ERE | EETEN |, BEFIEXR, XE—FE
SKEFLEE BRINETT , FEERERIFNGER. XERSINSE T PyTorch MBS A TSI
R~ B SRR (5 ch06/train_better_rnnlm.py) .

import sys
sys.path.append('..")
from common import config

# FERGPUETTRS , FFTIF FEMER (FEcupy)

from common.optimizer import SGD

from common.trainer import RnnlmTrainer
from common.util import eval_perplexity
from dataset import ptb

from better_rnnlm import BetterRnnlm

# REBSE
batch_size = 20
wordvec_size = 650
hidden_size = 650
time_size = 35

1r = 20.0
max_epoch = 40
max_grad = 0.25
dropout = 0.5

# R AVIREE

corpus, word_to_id, id_to_word = ptb.load_data('train')
corpus_val, _, _ = ptb.load_data('val')

corpus_test, _, _ = ptb.load_data('test')

vocab_size = len(word_to_id)
Xs = corpus[:-1]
ts corpus[1:]

model = BetterRnnlm(vocab_size, wordvec_size, hidden_size, dropout)
optimizer = SGD(1lr)
trainer = RnnlmTrainer(model, optimizer)
best_ppl = float('inf')
for epoch in range(max_epoch):
trainer.fit(xs, ts, max_epoch=1, batch_size=batch_size,
time_size=time_size, max_grad=max_grad)

model.reset_state()
ppl = eval_perplexity(model, corpus_val)
print(‘'valid perplexity: ', ppl)

if best_ppl > ppl:
best_ppl = ppl
model.save_params()
else:
1r /= 4.0
optimizer.lr = 1r
model.reset_state()
print('-' * 50)



XEEHEA epoch EAKIEBIRTFNERE , YELZBIMERRE (best_ppl) R, K2
SIRJA /4, AL, FAIA for BAREPITUATALIE 1 @I RonlmTrainer 2/ fit() Fik
BHT—A epoch %3] , AR EARIERURTFNERE., IWELBEINEIT—FTFIABE,

Lm XANFI)FEMAKNNE, £/ CPUBITHRENT , B8 2 XA4G ; MRA
GPUZ1T , MIBETE 5 /NIAR T (FEM GPU B4R , FEXIESHTRER import HA)H
%# config.GPU = True X1T/ER) . BLSh , IHIARAEIISEAAS I T R] LRI S 1A

PITEmRARD , RRREFRR TR , RAENAEIE LRSS T RRREA 75.76 AR (BXE1T
LERAR) . FBERLATH RNNLM IR EL050 136 , XAMEERA SR FHRA. 1B
LSTM ¥ EHIR 53RN , T Dropout 252 EES] , BENELZAWFIANE , WK
T HERKRIERS.

6.5.5 BIEHIFR
2, A% RNNLM IBUHRLER T . 8%y RNNLM #HTETE0E , EBEFRTT , £ PTB

BURERINARE LIXZIT 75 ZANERE |, ATRURE —MEEAERER. AT, AR
EREE, XEBAERMAMNE—THRINMTER |, 1LIKIIKE—TE 6-37.



Model Parameters Vlidation ~ Tost

Mikolov & Zweig (2012) - KN-5 M - 11
Mikolov & Zweig (2012) - KN§ + cache M - 12,7
Mikoloy & Zweig (2012) - RNN 6V - 1247
Mikolov & Zweig (2017)- RNN-LDA M - 137
Mikolov & Zweig (2012) RNN-LDA + KN-5 + cuche oM - 920
Zarembaet . (2014) - LSTM (medium) M 81 BT
Zaremba et al. (2014) - LSTM (large) 6hM 8.2 184
Gal & Ghahramani (2016) - Yanational LSTM (medium) N E19z02 Thiz0l
Gl & Ghahramani (2016) - Variational LSTM (medium, MC) | 20M = TR6z0l
Gl & Ghnahramani (2016) - Varitional LSTM (large) oM 17903 M0l
Gal & Ghahramani (2016) - Variational LSTM (large, MC) BoM - 134200
Kim ¢t . (2016] - CharCNN 19 - 184
Menity el ol (2016) - Pointer Sentingl-LSTM M T4 k]
Graveetal. (2016)- LSTM™ - - K
Grave et al. (2016) - LSTM + continuous cache pointer - - [¥3

Inan et al. 2016 - Variafional LSTM (tied) + augmentad loss | 2UM itk T2
[nen et l, (2010) - Variational LSTM (ticd) + augmented loss | SIM Tl (6.0

Zilly et 1. (2016) - Variational REN (tied) M 619 f5 4
Zoph & Le (2016)- NAS Cel (ied) XM 0
Zoph & Le (2016)- NAS Cell (ted) N - fi24
Melis etal (2017)- d-layer skip connection LSTM (tied) UM 609 K]
AWD-LSTM - }-layer LSTM (tied) 2M (.0 I

AWD-LSTM - 3-Laver LSTM (tied) + continuous cache pointer |~ 24M 5dd 228

B 6-37 £Z4EEVAE PTB BUEE LINGER (FWESHER [34]) . RFH Parameters BSHUES ,
Validation RIUFSUERIERE , Test E)llﬁi“ﬁtﬁﬂ‘]l%‘ﬁ

& 6-37 fB XML [34] , %R ELE T E XXMM B MES1RELE PTB itk EHREELER,
FA Test JURTAN , BEEHRABIRE , AREAE TR , &RE—1THLRE 52.8. KfrL , X4



52.8 B—MIFEIFNLER. 7E PTB BuURE LRI 50 , XTEJLEFRTIER TTIFER K.

XERBRT RCHMIFRGER., YR, KINWETLNEEEHUMEES |, B2 6-37 FHIR
SCHHERANERA AR BRZ HRE R, bhan , REHKREVERT ZZ LSTM 488 | 377
£ Dropout KIIERI{, (A4 Dropout # DropConnect 2) FIANERZE, 7EitEAL E , B#t—
gg%T%ﬁmﬂEmUMﬁnﬁilﬁ , FERRBHT T BSBHNAR | RERIEXRT 52.8 XHERA

2DropConnect 25 TTMNE B FH A A,

LJ &l 6-37 FH—1~4% 5 AWD-LSTM 3-layer LSTM (tied) + continuous cache pointer
AOAEEY X4 continuous cache pointer AT TS 8 ZELFMNLAMH Attention,
Attention E—IIF¥ EEMBA , WEAEF ST, BESHELXMIST , Sl
ER B T EAT, ALRII5E 8 S Attention,



6.6 /&g

AERFEMEZ Gated RNN , FA 6 T _E—F K E RNN REZfERIBE TR (BB IRLE)
B , AR T ENEAURR) Gated RNN (BATE LSTM #1 GRU %) BB, XLERER
X, BEM AT SRR RSN .

B, ZE(FH LSTM ZRE TESHT , FE PTB¥IEE LT TES , W THERE, 5
4h, BT LSTM WL E4k. Dropout MIANEHRZEHTT , Ut KIRES THE. XERIIH
HLFRALET 2017 ERRBTERE,

T—ERITBEMESRBERIAE. ZfF , GISEE—H , KITBFAER—DREMES
HH N B —FES REL,

FERFRRNE

TEfET 8 RNN JZESIR | 720586 ST SR ARR LR LE(a)

PR R BTN HR RS B YEA T , LSTM, GRU % Gated RNN Xifig kb KA W
LSTM A 3 /N7 WA, s 1 ]

ITBEIIRRE |, FHER sigmoid K%L 0.0 ~ 1.0 ST

LSTM % E4t. Dropout MIANEHRZEHITAI B HHIHE S /EEY

RNN HIIEERHLIREE , ARE T &FETF Dropout 77k



#£75 EFRNNAERE
RNEFEAATERNE |, IR E TTRRILEE,
——N_E&ER (BITXE)

1E5 5 =M% 6 =4 |, RAIUFMHFZR T RNN F1 LSTM fLEM B ESIN., MER(1DLERIBE
IR T Ef]. E4AE , RNN F1 LSTM 3 KB GF |, FATEFIA LSTM KB E B,

B% , AEREMESHRBETXAER, BERR , S EREERE LIGFHESHEELE
BOTRXCAE. RJE , F(E T it MBubd FE S HA REMBAKXA, BITXHm T
E, BATRTRA (fR18) (AROET AL ISTAEIE.

FI , KERANA—FERIZ R seq2seq KFTHHREMLZS, seq2seq &£"(from) sequence to
sequence” (W\EFEIEF) MER | BRE— /B FEGERE A ZS— M FHIE. AE5KITBE
3], BIAERA RNN , ATRUERMASIN seq2seq. seq2seq AJANVFATZ AN , Lbansl25%0
F, PR ANBMGENRE S, BIIEMERX N ER(EISHLE KK seq2seq , NAIREFS]
KR BEMER S — 9K,



7.1 EREEEEAERSCE

HNELR/LENREIETS TESHRE, wafnd  FERUTRTEMHESFNNA , HH AR
RERMENBIT AN EBNE. BERFIFIALER, XEB | Bl A8 FE S AT A,

7.1.1 {Ef RNN &£ RB%

ELE—FF , FUEA LSTM BRI TIESHT | XMESHEEMLELEMNE 7-1 fior. E
W—F , HADERIL T ZEAIE (T 1) FFEEER Time LSTM E#1 Time Affine |2,

Z%] E—EHRESER - AEMEARELIENFEIEN Time 2 ; ZEREHRIFEN
=0
ERNRKRB— T ESHEAA SRR, XEL"you say goobye and i say hello."iX

—IEERE L SUFANESRELUAG) | ISR 8RR | A X MESHREMNIEN. I, XMES
REVGH K 7-2 REER 345,



Softmax

L5TM

Embedding

7-2 ESBREHH TN SARRRR S 7

B 5 RIRIEC A B A m S T — MBI RRRER N . 7£E 7-2 BIFF | BEHRE
BT B E IR | BT NI BEIRNER LS. B4, CETER T HRRER ?

— A REN TR IR RSN AR, EXMEAT , RAERKNEMRRSKSRIA , FTE
REEME—RAE. AR , XE—MHEMLN 7%, F—HMAIEE BRI TR, RIE
BERN TR | SRS AR B SHES] , SIEREMRKARMEAES, FEXMERT |
POERIR BRG] (BERAFRIREIR) SIREA—FE.

XEEAELERERRXATAAR , XK , ERRIAEEFLN , 2FFH. At , &K
BT F—MATE (RMEBERKAIE) KiEFRaR, DRIBRNQBFF , nE 7-3 Fis , &
1’ (ERME) 53R T BiA) say,



Alline

LETM

7-3 HRIERRSHRE—RIT

& 7-3 th BIR T ARIEHIR 0 AT R REER N say B+, 7ER] 7-3 MRS | say KM
Rixm , FLERXAZIOBMRERS. ADEEE , XEET say FARBARN (REME
M), MEBIRMRK. B, say DUMAE b ATFAIRIE D BABIER ML AT RERERAFE,

m MREMER R (BUAM) SREME—HERN , BTN, £ E6IF , BRakE
RFEKER , PAXHE —FREERETEL, RN BIENBERMEABELER |
WX SR ER IR IR B AN (BFR , FELTURATREY) .

BTk, X5 2 MR, XRAFRER—TRIZAMRE. BWAER , FEMRKEAIR say BiA
BERE, RSRIANRL S, ARBREXMERS AT — LI AR | & 7-4 B
7Ro



Soltmax Soflma
Affine Affing
LETM LETM

Embedding Embedding

i say hello

7-4 EEBERSTRHL A

Z RREFREES IR (BEEFIHI <eos> X—HRIES) . XK, FRATHAATIN
A AETEISCAS.

XEFREENE , G LA RRFT AR FEIRTIIB R ERRAE, RAESHER
HARE W TILEEE , ME¥S T YISREIE RIRAMHIIRE, RE SIS ER EE
FIT ARG IUER , AT UIRRRE S ERAE RN ENAXMEZEAK. BEXL
.

7.1.2 XEERNZI
TERKMNFITCAELRSRIN, XBEERETFT E—F I Ronlm 2& ( ch06/rnnlm.py) , SAliERLk
ABER RnnlmGen 2 | SREHE XA ZERMAE T AR A TE.

m KR BIEMAE T, QIEFMZE, 7 Python # |, ATRUET class

New(Base): £ Base Z£ , G New Z&,

RnnlmGen ZEXMSKINAN T ATZR (5 ch07/rnnlm_gen.py) .

import sys
sys.path.append('..")
import numpy as np



from common.functions import softmax
from ch06.rnnlm import Rnnlm
from ch06.better_rnnlm import BetterRnnlm

class RnnlmGen(Rnnlm):
def generate(self, start_id, skip_ids=None, sample_size=100):
word_ids = [start_id]

X = start_id

while len(word_ids) < sample_size:
X = np.array(x).reshape(1, 1)
score = self.predict(x)
p = softmax(score.flatten())

sampled = np.random.choice(len(p), size=1, p=p)

if (skip_ids is None) or (sampled not in skip_ids):
x = sampled
word_ids.append(int(x))

return word_ids

XANZEMA generate(start_id, skip_ids, sample_size) A3, b4l , ¥k start_id 2
% 1/ ID , sample_size RNEXFFHPREE. Fo , S8 skip_ids £&1i4 ID FI&K

(tkgn , 112, 201) , BIEEMBRIEABREE. XNSEATHR PTB HIEEFH <unk>, N
LT IR A B,

& PTB ¥URENS IAT A TT AL , A BRI <unk> Bl , MFHNEH, F
&b, FATA <eos> EAXXARKSRAT

generate() AJAESCIAIE model.predict(x) Mt &M RIFAIGS (19 EFZ B

B) ,RFET p = softmax(score) , {£F Softmax EREXFIFNPATIERM , RIS T 3K
IABEMERN . K, £/ np.random. choice() , HRIFIXMERSM p X T—1 8
17, XF np.random. choice() , F{1ELFE 4.2.6 DiRBAE T .

& model f{] predict() FIEFH{THIE mini-batch &M | BRI x WASRE 4%
(A, AL, BEERBA 1 N8IE ID IERT , WEB TR A/NMIA 1, FFEEEIER
KA 1 x 1 B NumPy 548,

TFE , {EAXA RonlnGen I TUALER, XBEETLIZHFLIRE (AINES LR
VIGaERRE) TAERXAE , BN TR ( ch07/generate_text.py) .

import sys
sys.path.append('..")

from rnnlm_gen import RnnlmGen
from dataset import ptb

corpus, word_to_id, id_to_word = ptb.load_data('train')
vocab_size = len(word_to_id)
corpus_size = len(corpus)

model = RnnlmGen()

# model.load_params('../ch06/Rnnlm.pkl")
# WEstartBiaFskipsaia

start_word = 'you'

start_id = word_to_id[start_word]
skip_words = ['N', '<unk>', '$']



skip_ids = [word_to_id[w] for w in skip_words]

# ARCA

word_ids = model.generate(start_id, skip_ids)

txt = ' '.join([id_to_word[i] for i in word_ids])
txt = txt.replace(' <eos>', '.\n'")
print(txt)

XE , %1 MAREE you , BN EREIE ID &K start_id , SRFITXAER. Fobh , FEER
S 5XFEERBIRK ['N', '<unk>', '$'1. ERSCAM) generate() ATAIR O &R ID F1F%K , Ei
FEW IR ID FIRFECARF, XATLUE txt = ' '.join([id_to_word[i] for i in
word_ids]) X{TAEEHIT, join() AIEEIE" HF '.join( FIFk )" XMERIEERE, T
HEAKE N BARRN BT

>>> ' ' join(['you', 'say', 'goodbye'])
'you say goodbye'

BT N LErIRES , ZERWT.

you setback best raised fill steelworkers montgomery kohlberg told beam
worthy allied ban swedish aichi mather promptly ramada explicit leslie
bets discovery considering campaigns bottom petrie warm large-scale
frequent temple grumman bennett ...

BRETIL |, v AN 2 — 3L/ \FER R, AN X ] ISR |, R R TUANE (F 2
FEMLPAE , FTRUGE TIRBEXNHXA., A4 , RERFEIIFHRESRE , 4RAERR ?
BRI AL —ZF I T RAE SR TIIAE R, At , F5
model.load_params('../ch06/Rnnlm.pkl") L\ _E—EFEFIIFHANESER , FERAE, K]
KE—TEBRIXAE (BRNERER—F) .

you 'll include one of them a good problems.

moreover so if not gene 's corr experience with the heat of bridges a
new deficits model is non-violent what it 's a rule must exploit it.
there 's no tires industry could occur.

beyond my hours where he is n't going home says and japanese letter.
knight transplants d.c. turmoil with one-third of voters.

the justice department is ...

BREERERT T UERR ZANEEERMERARRBAT |, AT A JAbSiE kLR G A
F7 . FHEBERNE  XMERUIERA R T TEMENANAE | tkan“you'll include..."there's no
tires..”’knight transplants..."%. B#& , EE—EREE DR T AL RKERAE , bt
ZN"good problems™japanese letter"%, HF4h , FFki"you'll include one of them a good
problems."t, 2 —A& SUBNRM A+

g EFTIR , EMESRIAE MEXAER MR LR DU IERE) , SR NEFS R B RK
W, HTERK, RANFETENXE"  BREDENTUEKREBANIE. AL,
BARAE LM ? LA R EAEIFHIES IR |

7.1.3 SEIFRISCALRY

MREFIFHNESAER | SrJREA BIFRA, £ E—FF |, T 7 A RNNLM |, SKE
TUEIFH RNNLM” |, BARRUERRE M 136 [ Z 75, BIFE , HITE— T X" EIFH
RNNLM"4 B A HIRE

& EE—& , FKAFHTT BetterRnnlm K%, IFRFSIFHRNERFAT X
., XEMXBFEREXNFSIGFME M, Tl T8 AL IRt P AR E THRER .
BXME X RENABIRAEEH ch06 BRT |, BIFIE1TASKIHIA AL

ch07/generate_better_text.py,



EE—EZF | B PEFIFRIESHETISTINA T BetterRnnln 28, XB |, BNIA—#E |, A4
¥, HHEZBEMIIARBES ., BetterRnnlmGen ZEHSCELANNIRKIA] RnnlmGen 2582 —#E |, It
LbBrg BAKER .,

WIE , HANEINEFRESHER ARSI A, MZBi—+ , % 1 N 3aFEE you, XBE—3%k , F
R ARSHAER ( = ch07/generate_better_text.py) .

you 've seen two families and the women and two other women of students.
the principles of investors that prompted a bipartisan rule of which
had a withdrawn target of black men or legislators interfere with the
number of plants can do to carry it together.

the appeal was to deny steady increases in the operation of dna and
educational damage in the 1950s.

AUEY , XMERAR T L2 BIE BRNA (TJRERLEM) . mIFHARI%A)F you've seen
two families and the women.."IEf{EF BT &, shAMEE , FEIEMHFS T and B{ERH
7% (two families and the women) ., HfthEpsmisgte sk SE&_ EhERST XK.

SRAXBAERPIAMAFEETRE (FHSENTH) , BRAEMHREE LR X1 EHF
HIESREVE T BMEARNXA, BEH—DREX MER | EREANRAERE | MixsE
BIEH B RMCA.

Ba , BINERAZNFIFRES 5T N\ "the meaning of life is” , 1FE 4 BELEHMEATE (X
B [B35] FATHAIRE) . AT XKL, FRAPRIAFREEGA [ the', 'meaning’,

of ', 'life'] , BHTIEM{EIE. HAARERTAMHEMNLGER , RELL LSTM BigX L sinn
=a. RJE , LARIE is fEAFHAE |, £ "the meaning of life is"MFEANA.

XNSREE A PAA ch07/generate_better_text.py SR, SIRSEGAE KN AEAK—HE , XB
NEB—NBEBHLER,

the meaning of life is not a good version of paintings.

WL ESHREGENRIE R AENE AR —FPRERIFNLE". RABMETAS
B RERIFRLE" , RTRAEXHFETARZIBE L.



7.2 seq2seq P5HY

XAMER T T FEE, AR, SMBEMREBIEE RN PR, B, KBFEFZE
TR T RN S — I FRURAMES |, PLandla8nE. EE RS, HAKER T
SHERIPRA AR A, RIRARHE A EHE S XS 5.

Bixt , R EEEFS MRS AN FFEIRRES . WIETTIE | FOIVSB 5 FF iR
BONH AR FBHRRREL, fEAEMSKEL L , BATENBERAPA RNN K seq2seq 57,

7.2.1 seq2seq HFE

seq2seq #HERIHAR K Encoder-Decoder #8584, B B , XAMERIFFMER—— Encoder
(4mfG2%) A0 Decoder (f#RLR) . YWADESXTHMIAMURIHTYRAD , RIS MRS EUR S THE
.,

m URID R E T FLRT R MNE BRI FE., UFHRLAB , B At
11000001 (Z#t]) ME—RISHNHITF. THERDUPEERIDNIE SR REE R RIATE
Do NLAFFRS B | XA Y TR K 1000001 4k TR A",

WA , FNZE—NEERNGIFE0ER seq2seq BlE], XEXEHREENRAEE |, bk s
FE(IWTH D" BHFA"Tam a cat”, A, 20E 7-5 Fi/R , seq2seq BT Ymhl2s MRS T
B R

E%omv%6"%52&%&{@%5%55«1&%«5 (REW) WBE  FNREW. ——0
s

[ am a cat

7-5 BTSRRI TRNE AT

20 7-5 Fi7R |, iRSes B SEX B3I Th 5 "X ANESI TR , AR R UREDIT S S e BA 1%
RS , ERfRROSSE B ARIA. IR | JRiD=Sdmili(E Bk T BF ML EESR | MIOSET
XANIRAEME SE B ARXA.

A ERIE seq2seq (LAl REDS MRS UME , B— M FRURHHIA T — I N FEURE. 5
4, fﬁ‘%ﬁﬁﬂiﬁ%ﬂ%ﬂ%ﬁﬁﬂ%ﬁﬂ%ﬁﬁﬁ RNN, TEIKIKE—THT. HERERLSE , EN
BEEHILNE] 7-6 7R,



L5TAL LATH LATH 15TM L5TM h
!

Einbaliling Finlberkling [ '|!|.|-||:|I~ Einiberdding Finiberlding
y

7-6 URPLZSAIELEN

& 7-6 ATLEY |, mbS2sFI A RNN KB FEIREHCARERURS h, X2 RNN #RHKE
LSTM , Rt aTDAE i % RNN"8#E GRU %, F4b , XEZEBHER BERTHE A Hiad
THARIER.

& 7-6 fmtSzimtmE h 2 LSTM BERRE— SRS , 4w T BN N\ AT S
8. XBERNEAR , LISTMKISERE h E— 1T EEKENEE. REK , FOAEEESK
ERXAERA—  EEKENRE (B 7-7) .



h

7-7 Ot AL A E K B B
2 (KEMW) PR—mE , FARRBET . —REE
P (R PR—E BN NCEEEMEL LN, —REE
] 7-7 BT, RLES R AR HROABE K ENEE, A , DS E AT IR XA RRLFH

M2 , NMAERBARXANIE ? X, KNELMEERT . BARNMATEERER L—H
WHIZHT AL BEIARELRIR] |, 4niE 7-8 Fi7R.



I an
Siftmar Siiftmay
Affine Alfire

hf I5TM [STH

Embedding Fmibeidding

<pOs> I

7-8 fRIDSHESH

d

Al

Alfing

[STM

Embidding

ll

(at

St

Alline

[5TH

605>

siift i

Allim

[ATH

(at

ME 7-8 FRIAEL |, RS LN _E—TTIAHEMNSSTeMF. AT e E—TrREEE
—RER , HE LSTM ESimE h, £E—NHESERF , LSTM ERRBUEAEE (B

ZANE , AL LSTM RIFSRK SRR 0 mE”) .

B RELE AT ISR ERE A ARRDES .

BANME—H), N EREEE



& B 7-8 P{EMAT <eos> X—RFF (FARS) . XDODIRFFHAIE@ARALRTT
A RSCARRIES . B, AL RAEE] <eos> HHLALE , FINEHRLEHRES. WL
Ut , DIRIT <eos> AILARSKIE/RAGRDZS A TR / 45R", FEHASCEAT , WA <go>.
<start>BE" " (THE) 1EADIRIFHBIT.

AR VR WAL FRRDES | JHR L EMELM , BKaE 7-9 FR.

7-9 seq2seq HIEKHELE

2N 7-9 FUK |, seq2seq AN LSTM JZAAAK , BPYwAGERH) LSTM ANAEED2SE) LSTM, LLAT
LSTM ZRIFERCIKS R IRtS a5 AARRDSS B R, FEIEMEIRAY | JRiD<Ri4mil(s B8 LSTM
ERBSRR A RAMNE ; ERMEEHE | RSN EIBT XN RR 1ESA w0,

7.2.2 WFEBIREBRNE A

TEIKIEKIM seq2seq , RIFFEMZHT , BRRA—TIRNZLAEM M, XERIPE M
TR RA— NI R e, Bk, |, 20& 7-10 Bi7R |, 1€ seq2seq #3fa , MRIMAFR
BR"57 + 5", seq2seq EREIEMEIZ 62", IFER—T , XFA T ML F S T AZE K B R)
Bl , #RA"toy problem”,



“HT4+5" seq2seq “H2r
“6284-5217 seqseq “1149”

“220+4-8" seq2seq “228"

7-10 il seq2seq FEIJMEHHIF

ERNER , FEMHINEZEEIEE RAKRE |, (BE seq2seq Mk (ERAYIMRE MIER
ZH) —THTA. seq2seq MINVERIBIT (HA) FEIILINTFHER , ZHERMTAFESIE
MizaE ML ? XIER AR KB KA K,

IRMER—T , #EZ BTH) word2vec FESHETIH | FATEHE XA SR N8B 3HTT HE , {(B3F

JEDSEXFEM . X TFATRXANEE |, FAPEARRL BRI A#RS |, TR AFR AR uHiTaE, %&£

%ﬁiﬁ%%ﬁiﬁﬁﬁ%ﬂﬂ@%ﬁ? , "57 + B XA S ER 15, 17, e, U5t XEEAY
I o

7.2.3 AIATKEN R

BAVE IR UATH (BF) JiR, XBEFETIENE , FRKMIEREDR (57 + 5"8(#&"628 +
521"%) RHMEZ (“62"F"1149"%) MFHREARRM. tban , “57 + 5"HF 4 NFH
M“628 + 521"#H 7 NF4.

st , FEAGARLESF |, SAMFAER BT _ERR/NRE, WEEi , AR R R TR
R FFEE, B, AN KZESIF |, 3T mini-batch 4B | FEAE LSS0
i%.

W i A RIS M | ERINET) B
E— MR E MR HBIRTE K R — 50,

FERET mini-batch S AT 4K EIK FFRGERS , RIETARKFIEREMAR (padding) . FTEIA
R, MERATH (TENX) BIRENRIAEIE , WMEBIEKEXFT. M EmX M InERBI+k
}3@ ’ %EI:E 7-11 BUR , BEERNUEBATEFR (XERTAFHR) , NMEMAHABIENK
R XTTT .

7-11 AT #4T mini-batch 33 , FRTEFRAEATAT , EMAFHH QXN

AR AEBALIRAE 0 ~ 999 A SINE. Bt , BIF+"ERN , MANRKFRHBZE 7. 5
Sh , MIERERB AR 4 NFR (BRAA"999 +999 =1998") . AL, X I EHHRHEITIM
KBATE , NMSFFIARABURNKE. B, EARRMIEES | it AFHatn LT 536



S i("Fj?.'JZj% , (BB BIRN TS —A 5. XN IRFFEAE XAFRDES I 1A 4E SO A
E5{EM.

iEL ST ARRGS ML | TTRAE M BARAS i \ FOR TRt A TR TR F (Lt

0" 62 "k 1149 ") . {BE , BEAR, , ﬁi&ﬁ?ﬁ%%r%ﬁ%ﬁﬁimﬁﬁﬁom
W AERSELMTFRHEN | LA ERRRNTY (X RAIFAN R
5 40NFR)

BXFE , BIBARXFFHIRRIAN , TRUMNER A K BN FHIE. B2  RAFERTER .,
seq2seq FEAMRFEANGFEKETATR , FIANRIEK™E | (FRETNFER seq2seq
AIN—EAT L AR, than , RSP HNETE , AMITERESRL (XTSI R
Softmax with Loss E# N mask ThEESRARR) . HBLLa , 4w Hm AT , LSTM BN
IR EREHH _E—ZIR N, XEE—3E , LSTM BT MR ZEE T —REX M \ SR 3 T4
B,

XERNEE—LEZ  ARMETUAMRORAEXR, ATETIERE , ASHITHETBTS
(SRR EREEBGRANE | R TA R4S
7.2.4 MiEBIESE

BAANINERNFESI BRI FIRIET dataset/addition. txt ., 2NE 7-12 Fi/R , XA
X’f’-“FEF' 27 50 000 MNEREA, XHEIFIRNFNESE T Keras i seq2seq (SRR 1401,

1 16475  _91
52+687 _659
75+22 _97
63+22 _BS
795+3 _7O8
T6+796_1502
8+4 _12
344317 _4@1
943 21z
B+d _8
18+8 _26
85452 _137
9+1 _1@
3+200 _28
5+3 _B

50,000 650,000 850 KB

B 7-12 IENFIBER : TATFH (T) ARENREIR

AT {EH Python 22MM40IE seq2seq ISR (SCASLHF) |, ABRMET — ML FHER
(dataset/sequence.py) , X/MEHA load_data() Fl get_vocab() BN AL,

load_data(file_name, seed) i A\F file name FEEMINANY , FHEXAER ANFHRID , R
EYISBARFINELEE . ZAIENENRBEVEF T seed DETELEUE | 2 BWIZREIEFINEER
5. 5%, get_vocab() HIARMEFH5 ID HBREFH (SKPRLIR[E] char_to_id M
id_to_char) , MFEFKNIKE —TRFHEEARB] (= ch07/show_addition_dataset.py) .

import sys

sys.path.append('..")

from dataset import sequence

(x_train, t_train), (x_test, t_test) =



sequence.load_data('addition.txt', seed=1984)
char_to_id, id_to_char = sequence.get_vocab()

print(x_train.shape, t_train.shape)
print(x_test.shape, t_test.shape)
# (45000, 7) (45000, 5)

# (5000, 7) (5000, 5)

print(x_train[0])
print(t_train[0])
#[ 3 0 2 0 011 5]
# 16 011 7 5]

print(''.join([id_to_char[c] for c in x_train[0]]))
print(''.join([id_to_char[c] for c in t_train[0]]))
# 71+118

# _189

B3xXHE |, [ sequence #8 | TTIRMAIIE N seq2seq FI#IE. XE , x_train 1 t_train
FRHREFHR ID, FH4 , FR/F ID MFFRFZ BB AT AE A char_to_id 1 id_to_char,

& HIRERAN S IR, BIERFIAR 3 6. BIIGEBIEETFS , ARIEHR
REETAZ , RaERNEEIEENEILNEES ., MRARLN , XER 5 AIZ BRI
Wi 2 6, e TERRKYIZANTE.



7.3 seq2seq KIS

seq2seq RS T B RNN BFREMLE, X REEATETRXF A RNN LA Encoder 2
Decoder & , SRIGH X NELAEHCK , KK seq2seq ZE, FKATFM Encoder ZEFFIANA.

7.3.1 Encoder3¢
A& 7-13 Fi7R , Encoder K3 F TS | W HE N M E h,

Encoder h

7-13 Encoder 2\t
WORTATIAR , FRA1{EF RNN sSCEmites, X2E | £/ LSTM ES3NE 7-14 KELEH

7-14 G2 HELEHA

BNE 7-14 Fi7R , Encoder 254 Embedding E#1 LSTM B4 /. Embedding B¥FR (F&F
ID) HUHTFHEE , AERTHRERA LSTM .

LSTM Em4 (BfE7m) HidEEREINCIZET , @ ERHERKES. X2, BALEARE
£Z , FTAEZ LSTM @ LR . & 7-14 FR |, ERiSS MR RE—1MFHE |, it
LSTM ERIERRE h, 4/, XMERKE h EBAHRRDES.



& Zhas UK LSTM (ISRCIKS(E B A #0<s . REWMAT UL LSTM KICIZ#8ti%is
LARRLES | BIR(TIBE ARSI LSTM KICIZ8 g n HtE. XEEA , LSTM KISl
BT ARG BERERA.

IER—T , IS E R A L TREAENERIA T Time LSTM E# Time
Embedding 2. {#fXL Time 2 , FAI4RALSENE 7-15 FR.

Time LSTM }1

Time Embedding

7-15 {#F Time BE3II4HEE

Encoder ZEANFAT/R, X Encoder ZEFHIAW __init__ (). 1EM{EH% forward() Ffx@{£H%
backward() X 3 NATE. BS , FIVKREBE—THBUATE (T cho7/seq2seq.py) .

class Encoder:
def __init_ (self, vocab_size, wordvec_size, hidden_size):
V, D, H = vocab_size, wordvec_size, hidden_size
rn = np.random.randn

embed_W = (rn(V, D) / 100).astype('f")
Istm_Wx = (rn(D, 4 * H) / np.sqrt(D)).astype('f")
1stm_Wh = (rn(H, 4 * H) / np.sqrt(H)).astype('f")

lstm_b = np.zeros(4 * H).astype('f")

self.embed = TimeEmbedding(embed_W)
self.lstm = TimeLSTM(1lstm_Wx, lstm_Wh, 1lstm_b, stateful=False)

self.params = self.embed.params + self.lstm.params
self.grads = self.embed.grads + self.lstm.grads
self.hs = None

a4 EEEW vocab_size, wordvec_size F hidden_size X 3 1&%%. vocab_size £ia)jC
2 , MU TERFRFZE, IER—T , XXEF 13\*4’?% (BF0~9, "+ "(THFF

). “") . BEAh, wordvec_size SNV TFFIFHE EMILERK |, hidden_size Xf/F LSTM ZHF&HNR
THHEER.,

XANMAU A TEZFITNESHRVIIA N ERAERK. &a , BRESHFBE D A BN ER RE
£ params M grads RIFIFRF . FAXRFIFARE Time LSTM BRRE , FTRLURTE
stateful=False,

&‘ % 5 ZEME 6 ERESHEEMER R RE— MK FEIRHMIEE, BRIKITRE
Time LSTM EHIS¥K stateful=True , ATEMRFFIERVIR SRS |, AMBRKEFHEE. XX
BAEZANERFEIENEE, EHit, $33E8ANREER LSTM SRS ChomE) .




EEKEF forward() AJEM backward() A% (= ch07/seq2seq.py) .

def forward(self, xs):
xs = self.embed.forward(xs)
hs = self.lstm.forward(xs)
self.hs = hs
return hs[:, -1, :]

def backward(self, dh):
dhs = np.zeros_like(self.hs)
dhs[:, -1, :1 = dh

dout = self.lstm.backward(dhs)

dout = self.embed.backward(dout)
return dout

YRESZRAIIEM 3% E A Time Embedding E#1 Time LSTM 2 forward() 7% , 2A/FEH
Time LSTM EMRE— N NZIKBEERE B EVEATRIDERA forward() AL

TR R B EET |, LSTM EMRE— /MR SHIBEELR dh , X/ dh 2 N RILZSERK
PRE, TERMEREMIKELA |, LAEITER 0 IsKE dhs , B4 dh FREIXAS dhs FEHIXTNV AL
B, BTHUMEIFA Time Embedding E#1 Time LSTM 2] backward() A%, ML ERE
Encoder Z5SRIL,

7.3.2 Decoder3

T, RIS Decoder ZEFISCIN,. aNE] 7-16 Fi7R , Decoder 254U Encoder 2545 b, )
H BARFRE,

Encoder h Decoder

7-16 YRbLZS RS

ANATATER , A#ED2S T AR RNN KL, MZmihes—#f , XEMER LSTM Z | I i#RDa8 K Z4E
FIENE 7-17 Bi7R.



Softmag
with Loss
—

6

Afine

F g y "
Saftmax Sallmax Saltmax
il Los Wit Liss it Liss

—T3 ' e O
Alfine Alfi Affine ‘

i i i
b 3
15TM | LT r LT ‘
i B i
Embedding Frubwd ling Embeddling
I i T

E7-17 RIESHNELEH (38



& 7-17 /R T RS EF SIRIREEM, XEERT HEMIE _62 273, AWM ARUER
L', e, 2, ], VAR e, 2, L

: lt FE{E A RNN BHTICAAE AR |, 22 SIS AIAE AR BRI A T iA R R, 722510
ROACAEXNEERE , BTIART DAt B v E%dE, MRS, e (AERH
FREBE) , WABMAL 1 MEMIFEHRATRE (R ") . Rfe, ETWERE T4
TR, HEEDKBELRNFHEAT M0 | MER AT,

WafEyt—4) , 7£ 7.1 77 , U TXAEMRE | FAIET Softmax BRBEUMRR AT T XAF
BB ASFENAES), FAXREENE , FTASA AR BR X AR R | &
RN ER, Al , XRBANVEREN RESNTFRF. Rl , B HEN HEE , mA
RN R, B 7-18 BOR T RS A R R R I AR
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7-4%__8 R4 A R ER P TR « BT argmax R Affine EiHIH P EEERAERZRS
(F% D)

20 7-18 Fivk , XEHILT FHY argmax TR, XEFBEAERNRS| (KT EFTH ID) K
TR, & 7-18 FEEMAN_E—T5 RIRASCANAE B OEEAAEIR) . AT XRiIRB A Softmax £
m2MN Affine EHiH ISP IERE T RAEMRTH ID,

%“ Softmax EXi NRIE EFHITIEM., E , METENERRWRT , (BREA]
KA NRRIEED,. I, £E 7-18 BT , TTULERE Softmax E.

WN_EAT | TERRRDZST | B SIATAIFEA AT 4L R Softmax ERAREARA—RK., FEit
Softmax with Loss A4 I ESIN Seq2seq ZE4ME, an& 7-19 Fi7R , Decoder 25Uk 3R
Time Softmax with Loss =2 BIHIENY .



Decuderm\




7-19 Decoder ZLER

A& 7-19 fJLEH , Decoder 25 Time Embedding, Time LSTM # Time Affine iX 3 /N ZE#4
M. T , FIKE—T Decoder BRI, XE—RALTEHVIIANK __init_ () AL, 1EM
{£4% forward() AIEMRE{EHE backward() A% ( = ch07/seq2seq.py) .

class Decoder:
def __init_ (self, vocab_size, wordvec_size, hidden_size):
V, D, H = vocab_size, wordvec_size, hidden_size
rn = np.random.randn

embed_W = (rn(V, D) / 100).astype('f")
Istm_Wx = (rn(D, 4 * H) / np.sqrt(D)).astype('f")
lstm_Wh = (rn(H, 4 * H) / np.sqrt(H)).astype('f")

lstm_b = np.zeros(4 * H).astype('f")
affine_W (rn(H, V) / np.sqrt(H)).astype('f")
affine_b np.zeros(V).astype('f")

self.embed = TimeEmbedding(embed_W)
self.lstm = TimeLSTM(1lstm_Wx, lstm_Wh, lstm_b, stateful=True)
self.affine = TimeAffine(affine_W, affine_b)

self.params, self.grads = [], []

for layer in (self.embed, self.lstm, self.affine):
self.params += layer.params
self.grads += layer.grads

def forward(self, xs, h):
self.lstm.set_state(h)

out = self.embed.forward(xs)

out = self.lstm.forward(out)
score = self.affine.forward(out)
return score

def backward(self, dscore):

dout = self.affine.backward(dscore)
dout = self.lstm.backward(dout)
dout = self.embed.backward(dout)

dh = self.lstm.dh
return dh

X BN A L% T — L4 B, £ backward () ISR , A_EFTH Softmax with Loss
BIEWEEE dscore , #A/G1% Time Affine 2. Time LSTM Z#1 Time Embedding EHIIRF1£1%
FRE, Time LSTM ¥R A _EAAR E{RIZAE Time LSTM EHR AL E dh b (AIKiES*%
6.377) , FEE B E) AR _EAIEEE dh | KR Decoder 25/ backward() At .

WBIFHTIA | Decoder ZELES SIS AFEAE SRR AT ARG, LM forward() AIERBELF
SIRMERR. KA Decoder 24 ST ANET I 774 SEL A generate().

def generate(self, h, start_id, sample_size):
sampled = []
sample_id = start_id
self.lstm.set_state(h)

for _ in range(sample_size):
X = np.array(sample_id).reshape((1, 1))
out = self.embed.forward(x)
out = self.lstm.forward(out)
score = self.affine.forward(out)

sample_id = np.argmax(score.flatten())
sampled.append(int(sample_id))



return sampled

XA generate() AVAA 3158, 752 NmiBas B BREMRE h, RIFIBMAMZFST ID
start_id MERKTFRHEE sample_size, XBERNTERME : A—NFR , %&3F Affine B
RS PRREMRTFR ID, PAERMZE Decoder ZEHIN,

& FEIXRARET , BERIRALRAEE h BUEA LK) Time LSTM =, AT
BIWE Time LSTM 224 stateful , AJRUARERBRART , FERFFREDISH hkERT , 2
1TIEm{EH%.

7.3.3 Seq2seq3t

wJEKE Seq2seq FEHISKHL, VERNLL , XEFEMANRZER Encoder ZEH Decoder FEEIERIE—

2 , SRE1EF Time Softmax with Loss EitEIRAME. Seq2seq SN TR (<
ch07/seq2seq.py) .

class Seqg2seq(BaseModel):
def __init__ (self, vocab_size, wordvec_size, hidden_size):
V, D, H = vocab_size, wordvec_size, hidden_size
self.encoder = Encoder(V, D, H)
self.decoder Decoder(V, D, H)
self.softmax = TimeSoftmaxWithLoss()

self.params = self.encoder.params + self.decoder.params
self.grads = self.encoder.grads + self.decoder.grads

def forward(self, xs, ts):
decoder_xs, decoder_ts = ts[:, :-1], ts[:, 1:]

h = self.encoder.forward(xs)

score = self.decoder.forward(decoder_xs, h)
loss = self.softmax.forward(score, decoder_ts)
return loss

def backward(self, dout=1):
dout = self.softmax.backward(dout)
dh = self.decoder.backward(dout)
dout = self.encoder.backward(dh)
return dout

def generate(self, xs, start_id, sample_size):
h = self.encoder.forward(xs)
sampled = self.decoder.generate(h, start_id, sample_size)
return sampled

Encoder # Decoder K& RFELKIN T TENLIE , AXEREWEAEkEkK, D LEHE
Seq2seq ZEMISCHL, TEIENMEAX Seq2seq Z& , KBk — T ML),

7.3.4 seq2seqiIvEHY
Seq2seq M S AR M NF S AGHERIKINE, BREHEMERFSIRAEMT

1. NJIZREIEA 1E4F— mini-batch
2. ZF mini-batch i+ E#EE
3. [EAMEEHNE

XEFEA 1.4.4 TR Trainer Z531T ERIRIE. Foh , seq2seq $XFE14 epoch SKA#MA
BUE (ERFRH) |, IFTBEIERE. seq2seq M%EIRBBANITFHR (&



ch07/train_seq2seq.py) »

import sys

sys.path.append('..")

import numpy as np

import matplotlib.pyplot as plt

from dataset import sequence

from common.optimizer import Adam

from common.trainer import Trainer
from common.util import eval_seq2seq
from seq2seq import Seq2seq

from peeky_seq2seq import PeekySeq2seq

# AR

(x_train, t_train), (x_test, t_test) = sequence.load_data('addition.txt')
char_to_id, id_to_char = sequence.get_vocab()

# REBSH

vocab_size = len(char_to_id)
wordvec_size = 16
hidden_size = 128

batch_size = 128

max_epoch = 25

max_grad = 5.0

# HERARDY /RS /)IgReS

model = Seq2seq(vocab_size, wordvec_size, hidden_size)
optimizer = Adam()

trainer = Trainer(model, optimizer)

acc_list = []
for epoch in range(max_epoch):
trainer.fit(x_train, t_train, max_epoch=1,
batch_size=batch_size, max_grad=max_grad)

correct_num = 0
for i in range(len(x_test)):
question, correct = x_test[[i]], t_test[[i]]
verbose = i < 10
correct_num += eval_seq2seq(model, question, correct,
id_to_char, verbose)
acc = float(correct_num) / len(x_test)
acc_list.append(acc)
print('val acc %.3f%%' % (acc * 100))

X B BRI AR BRI MR 0 S AR — K , REXEXAEME (IEMEET S0
(&) YERENTERR. BRI , MEH X8 epoch MIEREIZ T MABHEF 2 e @t T

gt

AT MEEARSTINHIERHZE |, IK{ER common/util.py Ff¥ eval_seq2seq(model, question,
correct, id_to_char, verbose, is_reverse) Fix. X/NATEMEAER A , AR FRTER
HHME R BSERAR. MRERAHMERIER , MIRE 1 ; 20RME% , WIRE 0.

{!EJ eval_seq2seq(model, question, correct, id_to_char, verbose, is_reverse)
FIiER 6 M5, BEEEE model, Al (7 ID $4H) question, IEAfiR (F4F D 3
&) correct, ZARVHTFH ID SFFHRENFH id_to_char, FEERREBRERK
verbose, FEE BB RIEH NIBEAM is_reverse, AIRIZE verbose = True , NEERES B IR
E%ﬁﬁ XRAISRE A B RRAN 10 BHABIE. Foh , RTS8 is_reverse , IKAFH
= o



BT ERARDSE | B 7-20 FIRiERA BREAN (IBH1A) L4,
47€ Windows ¥grh |, VIIX| () B R A6 B,

Q 608+257
T B57
864

Q 761+292

7-20 i FBIRAEERHLER

K& 7-20 7R , ERIg L, 84 epoch B/R—k4ER, H1746"Q 600 + 257" XFEa)8liEF) |
ERTART 857" XHMIEME R, XE |, “XB64"EHANTMERA R NE R, NRIEK(AETY
ST IFMER | kgt BR" V864",

HNBE-THELINHT , LARERSREFTAFNEL. B 721 45507 —MI1F.

7-21 %5 FBIRIOERBAEWL

& 7-21 F R T FEEEIINFH I TMEIRIANGER, WERFTI4N , seq2seq BRIFIATRBENRF
EZE#, BE , MEFEIIANHT , EfRISIERIIIEHER , RAREFTUEMEIZ—LR)
B, TH , FkLH— T84 epoch KIEME |, L5R 1K 7-22 FioR.



epochs

7-22 IFHENEWN

& 7-22 75, EFINAR , EHRIEPRE, AXWKXBABTT 25K , RIBMIEHE
#5010 %, NEFRZELESETH , RMELFS] |, EHRNVZERH—H EF, AT, AT
REEIPFESIMERRE (AR | XEENTEEARRFES] , X seq2seq BHT—L3udt.



7.4 seq2seq Kt

ANBAS_E—TTH] seq2seq BHATHEE , PABUAE SIS R, AT EMXBE R , AT AR —LLEL
BAMRMEAR, ANENBEREPHIFANAR | FETXREACIINER.

7.41 REBAPIE (Reverse)
F— AU ARRIEE RANETT. NE 7-23 FiR , REBABIRRIRF.

5 7 +5 %% 5+ 75
6/2 8|+/5 2 1 l 25+ 8 26
212 0|+8 8 0 22

7-23 REMIABIERBITF

XA REMABIRETTR A [41] FIREEHN. BR , BFZIERT , ARG,
SRS ER , RAKKELERS., BRIk M— TR,

AT REMAEIE , ST E—THFSIAAR (cho7/train_seq2seq.py) , ERABIEEZ
Ja , BANEMTFEAR,

# RIS

(x_train, t_train), (x_test, t_test) = sequence.load_data('addition.txt')

x_train, x_test = x_train[:, ::-1], x_test[:, ::-1]

WLEFZR , ATRAER x_train[:, ::-1]1 REBCEARNAS). o, BEREWMALRIE , EMER]
AEF+Z D ? £ER4NE 7-24 FivR,



1.0
—o— buseline

reverse

(1.8 4

0.6 4
1=
if

0.4 4

enoichs

7-24 seq2seq MIIERERNA, : baseline B L— 4R |, reverse B R NASIEFHN
GR

W 7-24 SRATEN | AR{UEIS RASH GG , 2SIt RASEI T 33 1 75 25 4 epoch B , I
H%A 50 % 747, BAEE—E , XEA_E—K (EHH baseline) MZER A ERIIERIET
—F. AR, BT XAKMES , RS AR, 44  BAREHCEONRREEM
%, BRESHLATHER,

At ARERIRRE , FIRRAER  MERS T ? KA EARRIBFE , BREWEATUA
A, RESIRRR RN ER R DLESFE. than , R B3I TH 5”5 BREA'T am a cat"iX
—[AE , B EE MBI AR, I, NEE T TR RL

T E T B X 4 DR LSTM E. R, ZEREEREN , BENTIREE", UE
RENXAEES R,

SIEH R, TRt F S A BEATT LRA EE  HT %7K 5 AR
. —— R

B, MRREWNESR , WHBEAN"H D THISEE" , LERSEMR ? B, BT
BEARSD , AR RTAESAZIE. it , R R |, I G MRITIEE0 2 ST R FFE 4 Ja i #1m)
ZEMIEEARE (XHHBENAES) | FIUBENERERERS , FIRRNES. AT, #
REMAEIER |, RiRZ BN IEEF AR RERE.

7.4.2 % (Peeky)

BT RE seq2seq KA ekadt, FESHANIEBRZ AT , FAVBE— TmBSHNER. FITR |, 4"
BB Hm )\ EaERAEEKENEE h , XM h &P THRESMENSIMEE. sk,
EERERE—NEER. B2 , & 7-25 Fir , HETH seq2seq RARFFIERZIE LSTM E
FAT h, FENEEEMEAFIAXA b 152



7-25 BuEthl : RARIFIAN LSTM ERURAL2R A0 /

AT EARABER , seq2seq BN BFHARMMIEMAT . ARG , IEREXNMETTEE
SRMNMIERNEL h SEARILRNEME. KRGS I EE 7-26 FHIMK LA,



Sl il

A L[5 Miw Mb

h

STH LE1N (A3 L=1H

7-26 BUH/E : WRERAE h SEAFTBRZIK LSTM EH Affine B

IN/E 7-26 FUR , WmLREE h HECAFTENZIK Affine B LSTM £, PLEE 7-26 F1E]
7-25 A1, Z A1 LSTM RERNER(ER h WEEZNE (EXMEITF+HE 841 E) TH=ZE
T. ERHNEEAR—IALTHE  MESARZT | HBA IS0 AT AL EANERSRHIET.

LJ X B et R R mALAT NS E N BLA AL MBS | X AT AR AR b S thae A
FEMRIEEE., FAGE HKIER peek , FTRUE XA st 7 RRL2S#RA Peeky
Decoder, [E3E , ¥{FF 7T Peeky Decoder i seq2seq #:4 Peeky seq2seq, XMAEIEE
F3CHk (421,
& 7-26 FF , AW EEFNEHAZT LSTM ZF Affine B , XRFR_EFRRHANE EH0PHE
(concatenate) ., Eitt , ZERIAMES , 20RFEM concat TTRPHEM @ E , NEMRITEE
AT AR AR 7-27,



Affine Affine

cancat

727 4 Affine ERMAERMUERLT (£8) , HTISHEERHA Affine 2 (4HE)

TH% S PeekyDecoder ZESHL, XB(NB/RYIA, __init_ () AJEHIER{ERE forward()
Fik. RASEERIMERTT , FTLUXBE AR T KA EH backward() FIEFISIALE MK

generate() 717% (= ch07/peeky_seq2seq.py) .

class PeekyDecoder:
def __init_ (self, vocab_size, wordvec_size, hidden_size):
V, D, H = vocab_size, wordvec_size, hidden_size
rn = np.random.randn

embed_W = (rn(V, D) / 100).astype('f")
Istm_Wx = (rn( H+ D , 4 * H) / np.sqrt(H + D)).astype('f")
lstm_Wh = (rn(H, 4 * H) / np.sqrt(H)).astype('f")

lstm_b = np.zeros(4 * H).astype('f")
affine W = (rn( H+ H , V) / np.sqrt(H + H)).astype('f")
affine_b = np.zeros(V).astype('f")

self.embed = TimeEmbedding(embed_W)
self.lstm = TimeLSTM(1lstm_Wx, lstm_Wh, lstm_b, stateful=True)
self.affine = TimeAffine(affine_W, affine_b)

self.params, self.grads = [], []
for layer in (self.embed, self.lstm, self.affine):
self.params += layer.params
self.grads += layer.grads
self.cache = None
def ard(self, xs, h):
xs.shape

forw
N, T
N, H = h.shape

nn =

self.lstm.set_state(h)

out = self.embed.forward(xs)
hs = np.repeat(h, T, axis=0).reshape(N, T, H)
out = np.concatenate((hs, out), axis=2)

self.lstm.forward(out)
np.concatenate((hs, out), axis=2)

out
out

score = self.affine.forward(out)



self.cache = H
return score

PeekyDecoder FRIFITAHFI_E—T K Decoder EA_FE—HMK , REIZAMIFET LSTM EAEHM
é‘“-gg?e ENEMER. RAXXHSKSIZE N R smiLIFRm E |, FTNES TR AN
AKRT.

AR forward() WK, XEBELMEMA np.repeat () RIFIFR/NEHIAENSERE h , FHHEH
WEMhs, #Rfa , ¥ hs Fl Embedding E/#Hit A np. concatenate() Hf% , I\ LSTM
E. FEH , Affine ZREALE hs F LSTM Ef0HH IPHE.

& URRDas M E—TRA AN , R EEE A E—TRmi%es.

&g , ARSI PeekySeq2seq , AT XA _E—T5H Seq2seq ZEEAME] , E—HXFIE
Decoder ., E£—7# Seq2seq Z5F 7T Decoder 3§, SIARXT , XE{FF PeekyDecoder , &I
RHEETE . FEI , PeekySeq2seq SN A FELURAK _E—EFEM Seq2seq 25, FH M —
THAEERS ( ch07/ peeky_seq2seq.py) .

from seq2seq import Seq2seq, Encoder

class PeekySeq2seq(Seq2seq):
def __init_ (self, vocab_size, wordvec_size, hidden_size):
V, D, H = vocab_size, wordvec_size, hidden_size
self.encoder Encoder(V, D, H)
self.decoder PeekyDecoder(V, D, H)
self.softmax TimeSoftmaxWithLoss()

self.params = self.encoder.params + self.decoder.params
self.grads = self.encoder.grads + self.decoder.grads

2, AETEMTRT . WAEFKITUERIXA PeekySeq2seq 28, FIRBEMMIAEM, FIAR
BERA LA | ATRHK Seq2seq IR PeekySeq2seq 2,

# model = Seg2seq(vocab_size, wordvec_size, hidden_size)
model = PeekySeq2seq(vocab_size, wordvec_size, hidden_size)

XE, BAVEE— P (REWA) REM TS, 48R 0E] 7-28 FvR.

1.0

#— bascline
reverse

reverse + peeky
0.8 4

0.6 4

T

4_',.1—-_1/.' "‘“ﬁ—""‘-i/.v. ./-‘\I/,

0 G 10 15 20 25

0.0 Ll n-80

epochs



7-28 “reverse + peeky”" BT T AR BUHMLER

AN 7-28 Bk , MI_ET Peeky B seq2seq MILERAIRASF. RIIE 10 4 epoch Bt , IEMREE
I 90 % , RAMIEMHERILIE 100 %.

M EREOLERATAN , Reverse #l Peeky HFATRIFHIFR. EENREMNEFK Reverse FHE
YREDESEE M Peeky , FATHIGT S AMEMLER |

XEERATRALER T X seq2seq Fsdt , NIHENIELREL, KXIRE , TS RRE
B, T—EIEATEX seq2seq HHT KRB, JERPREAKE A Attention IR |, &
seq2seq KAEE KR,

XERRIE AN FTEEERF . EAFER Peeky 7 , MEAKNESHATIMIIGMN , itHE
WA, FTRUX B SELER MR BRI IR 538", FSb , seq2seq s E LA
BEYEAEM AL, BAXEMNERETEN , BREXRERT , ERBRTHENTS
%o

/I

.‘L
AEf



7.5 seq2seqftIizFl

seq2seq FENNFEHIRHER AN F— D FERE | XM FEURITELR o] LAY RIS &1
BEST , PLaLFILAMIF .

HLERENE B —FinE S ISCA " HHOA" B —FinE & SCA”
BIEE B — KA RN iR

[RIEZRLE R A B R"

ERFEFIEER K R B ER A SO A e R Bl & S A

BIXHE |, seq2seq AT A TAME XS HOET FFEURRIRE, &7 BARAEE 24 , AT ARFES.
TNELIE. BEE—FBARET seq2seq R , BT X3 N\ BBt TIAE | th e AN
seq2seq, ATENBILAMER seq2seq KN, NRIEHFRERMNESE| seq2seq &N F K
B, A BEEFATET.

7.5.1 BIXHEA

EPRALZZ AR AT ENE R SCAHITITERFEF , MECL AT Facebook, Twitter F&F
BEERBRS .

=T, PRIBZAFTAMER seq2seq, FAMNERBE" M AKAS ' AARES MK
ATRURE AR X A RA S R A AT RA S Wi, EY , REXNECAREE |
seq2seq AT AFEIE,

HE , RS AR ABIESS AR . ik [43] #1177 B ET seq2seq AR ALS AN
T IT HEEMXE , IFFRRT ERIRRE X VPN A RIEKGIF, XE , FKATEHEPH—E
AIERNERFSC (B 7-29) 6.

R RFEXE , ABAXFRFEEIFAT B , XEFERFAT . —FFE

HER: fAikF

A PRl

BLEE: BMRET R AR R S
A Linux

HEE. ziTerRastERE T A

A RT3 VPN R

g% £ VPN EEMEF, Wan 725y
A EEREEARINThZ A

IR O e B B S

A TEH

BB MRS — FETEN <URL>, $AREIHIF 4 HIE
A UET

Hlag: il A L < NAME= Ei &

A BHEITELT

28 frfy. i AR REY

A ST, REET

7-29 {ERET seq2seq KPR BABTIHENGITF (S50 [43])



ME 7-29 a4, Hles (BPRHLESA) RIFHARRT (R , BFY VPN AR A S2) T
REMRIR XA URL, M4 , B RREMRIRS IT FENGMXMEIE , TiXizt, B2 , ETXHE
BRERRELER , X—RIFEXA , AR, Xt XENRS (FHR) 22T
A TR EER,
7.5.2 HiEFS

AEVITH seq2seq KEEMIEAXFRE RIS |, (EIFS_FEHAEMNEE INSKARLE |, bk
7-30 Fr7<f) Python {{AG,

Iiput:

¥ g FhfEH A S

Taret 501,

Input;

Target: 12184,

7-30 F Python SHRFLRAI : EFRE Input BHIA , Target Biith (3] EG30RR [441)

RARHE AF R RE K FFEUE. KNI B TR A—KER (R TI AT
) . B, aTAEREEIRAEBHA seq2seq |, ik seq2seq STRAIBSERER—LHTF
1,

LERBE for \EAM if BFMRIEAN KB SR, AT , BMESXHHEE , T A7E
seq2seq HEZ2PNALIE, TBITHUE seq2seq FILEM , AT AHATHX AR EIBERS 45 iR IR .

LJ T—EZ%148 RNN 93 JE——NTM (Neural Turing Machine , #42ERH) 15
B, EEATEN (BRI HFSINEFREEIRFF , EEE.

7.5.3 B3EGHR



FIERTALLE , FNRAE T A K seq2seq IV FARB | BT XAZS) , seq2seq AT AL
IHEMGR, EESFEUNIUE. A TEIEE—TREGHEECAXAN BB SR (image

captioning) [4°10461

BERGIEAR BRI SCA". NE 7-31 7, XWATRATE seq2seq HIHEZR THRIR.

| af

LT LT (HITT

Wi 15T [5T3

N Enlsslding mbsthl

B I

7-31 RTEmEGERN seq2seq KIMLBLTHIREI

L5TH

ll

Sl

Allae

15T

& 7-31 BEABENMELEM ., Khr L, EMZBTHMEAE—XRIET , Hi5EM LSTM #

AT CNN (Convolutional Neural Network , HFRHZRLE )

Mg, (UBTIXRBAE (B CNN EHR LSTM) |, seq2seq p Al ASIREIE T .

, MAFRLES N RS Z BIAREK)



XEAMEUEA—T & 7-31 0 CNN, &b , CNN STE1G 3 T4RAS |, 3XBF CNN IR 245
iEE, RAFHIRR =4 (5. TT. JBE) M, IAFEAE—LINALHHFREZEH LSTM T U4 E
B. T, Fi1¥ CNN AR R U R —4 |, FETLEEK Affine B TR, 25, B
it FRBUR LR AMRINES | MM AT — ARSI T,

Lm & 7-31 4 CNN {£ VGG, ResNet ERHML , F{ERENKE B IIESE
(ImageNet %) _EESIFHIANEE |, XAEAT DARISITIYRES , IMAE BIFRSCAR.

WAEKNBILANET seq2seq KB sERIERNHIF. & 7-32 B/RHZERET TensorFlow i)
im2txt 1 A g BT, IAME MG ETE 7-31 , FEER T T ATkt

A perscn on ab2ach A Dblzck and while phono ol
flying a kite 2 train a2 train track,
(EERBRRDA ( Bk ERI—HCFRIRE RS )

-

A pasenn sking conn 2 4 graup o giratta standing
sneye covered Slope. Texl to each ollvzr
AT SRR PN ) { —EE=FU R+ —iE )
o 7 o
%
% ia o 7 -
» av

7-32 BzEGHRNGIT  BEGHEONE (SE300 (47])

FE 7-32 A5, XBASEI T RAENLGER. ZFTIMBEBARIXHER , RRAFEAENE
BINGEASCFEIIGEIE (bkan , ImageNet FKABEREIGREEE) . BN L] ASHEFES) XL
VIZEIER seq2seq KNV , RASEITE 7-32 FipE B4R,



7.6 /N&E

AEFHANBT T ET RNN A4/, kbRt , FAREfRHEE T — T E—ZFZKET RNN
FRESAEEY | 38T XAERRKTNEE, EAZEFFESY , KITART seq2seq , FHEZ TN
ST RIBMNIE, seq2seq AETUHHE T JRALISFNARALES | 240 THI RNN ffEisastm, {8
£, R%E seq2seq @8 , A ABFEXRKEN , AR TEMEHNNA.

Foh , RERANLAT Budt seq2seq BKIFIA 715 —— Reverse Fll Peeky, FAISHXBAN A R3HIT
T SRELFVESY |, FHPAT BAIREER., T —EKITEREUH seq2seq , BITREESFRE
EHET 2 — Attention AT, FRA1¥REER Attention HLE , REETESIERAKN
seqg2seq.

FEHFHIRNE

e ET RNN HIE S HERA] AAE RIS A

o EBHTNAEME , EREMA— R (FF)  ETHRENEE RS m) 3
ITREEX—d 52

o TBITLAEFE RNN |, a] L — B ¥R B — I FEUE (seq2seq)

o f£seq2seq F , YRiDESSTH B AIITIRED | RRDSHBOEARIDX NMRRL(EE. |, 3K
S E L IER)

o REEMINIES] (Reverse) FL4wiL{sENACAMIDRNENE (Peeky) TJABEH
REseq2seq KIF5E

e seq2seq A DARZENZSEE. IRV AN BEGRIH R SEZ IS NN A



£ 8EF Attention
AENEEE.
—— Vaswani {18 3cAx P2
E—ZIAMER RNN AT 30A , XOEIHEEFTA RNN |, B —/NE IR AT 5—A 8
FEURE. BB XANMEHRA seq2seq , FAE MIhKAE T MBAKMMARS, ZfE , FiIXTX
A seq2seq HATT JUALBUHE | JLFETEEHARIR T XN B AR INIARIL,
AEBVEH—HRE seq2seq HATEEME (DAK RNN ATEEM) . X2 |, Attention X—3&K

MAERAB AR E, Attention ETERIZBIEFRREFIMBREBRMAZ—, XERE
PREERIBZEIERR Attention IZ5H) , SRR HE AT SRREI , AREKTHHRR.



8.1 Attention [N&5#

WM E—FZFTIA |, seq2seq B— M IEEBRKIESR , NAEIRT . XERITENAHA RN
seq2seq KIEE NS (attention mechanism , f&#& Attention) , ETF Attention #15 ,
seq2seq A AMRIERNIAZLE—HE |, WIEEN"EHELEREE L, s, {F/ Attention TTAf%
FYFT seq2seq MHIGAIRI,

AT B ScTEE 2487 seq2seq FAERIRI |, AfF—1hiiBA Attention HIZEM , —AXTH T
SR,
Lm E—FHKNBEX seq2seq FHTT 8t , BRI RAEE R/ s, FTHEEERAN
Attention FARA 2R seq2seq H[a) @l Kt
8.1.1 seq2seqfFEMIRIZR
seq2seq FFE AIRILEI XTI FF AR TR , AR RIBEESBAHMDS. LA | JRED2SA0H
EREEKENmE., Xt , IMEEKE FERKRND. RABREKENREERKS , T

WRNERARKENM (TREK) |, BRWERAKERRKmE, U E—ZK#8hENs] ,
& 8-1 iR , REMARCAT , BFERHBEA - BEEKENRES.

h

8-1 TTRHWAEMZK , mESHBEHBENEEKENRES

T(BEW) FP—aE | FA RICERE— NSRSt IS T E, —REE
TR Z KA |, YRt S HE R ABEKENRE, MBRIE—KHAREANKIER
—F , RS TR EEEAECKENEmEF. BE , XHPUEKRLIBER. MEHLATR
S NKAEFIRER—HF , BAREENASNmEFIEE.
IAEFRA TR seq2seq. EBumiLes |, REBUdHigmmEs.
8.1.2 YphLzSAsust
FIEFTALE , HNELRRK LSTM EN&EHRIEEVRSIEEA #6028 |, BEmESNHENKEN

GARIER A AR EARN B, X R JRESas i — Dol ARt e 7y . BATE | 20 8-2 F
7, ERAEANRZIK LSTM ERESEIRES.



151M LS Tl LSTM L5]M L5T™
Embekling Embilding Embikdng F bl Embadting

3 |- i bt - - |

3 I .. hé

82 WHARMEENNZ (FMEA) KLSTM EAIGIIRE (XERRNH hs)

2N 8-2 Bk , EAEAIZ] (FAN81) KIRRRSEE | T RIRSHH ARSI HAE R E
MEE, £E 8-2 MfIFF , MAT 5N 8IA , RIS EL 5 MmE, Xk, Ll

BT — N EE K R £ HIL,



Lm R ZREFIINERF | E9IA4 RNN B (3 LSTM 2. GRU B%) B, ATA%E
FRIRE"EHNZIKIERRSHE" , KRR E"RENZIKIEERSHE". than , ££ Keras
F, 71341 RNN ZE6F |, ATRLURE return_sequences A True B False,

& 8-2 PENFEXKIE LSTM EHISRCVKER NE". T, BDBZIR LSTM ERFRRKESHD
TR THAGEER ? H—RA MHERRE , B MHZINEERET BT AEYINZIKHmASR
WRMEE. A 8-2 JIBIF3ut , MANJEBH LSTM Efid (FRRRE) LA AR
W IR R, HLE , ATROACE A ERRS 8248 514 2 TR IRIXAHIEAE | 20
& 8-3 fi7R , JrtSriiith 0 hs 5SFEp el AL A& BRI N E E5 .

hs
@

8-3 YRRt hs AFNBABMAKENGE , RMEBPEET S HRIAX NS

& RAYwALESE NAM ALK, BTG , NA K mET S/ E
IR 3N RRERER. BRRBENTEEN | R SR iR E R ERESR.
FEXFMELT , MBI T AR FF8EADUE RN (BEXA LSTM) PLBBM. EKila
EHBNENE RNN |, X B R (E R HAE LSTM,

AR X IRSas B0t . X R BA AT E0E R R K REo=5 0 £ HR S ZIF R Rt S ER Sk
B, EEXANNKF |, Ghdes o] BURIEMAERAINKE | MELARLEE. A4 , iR 8
TR IEXANRRDES I E R 2 3Tk, FAIXTRIOs TR0, FN RS BB L (ES
WIRHITT | BTAERASY 3 BT,

8.1.3 RSSO

YrbDan B &N BRI LSTM EHEERUKEmE hs, Ra , X4 hs HESAHG
&, ST RFS KSR (K 8-4) .



I am a cat
hs 7] 0g

Ymio=s

8-4 Uil=RMARIDERHIXR

g —T , EE—BHNRERAK seq2seq T, {CHLRIDES R AKFERUR SR (254 T i#hD
. FEARSR , X ERmADETH) LSTM EH BRJ5 SRR SR T #0251 LSTM =2 &
HHFRRCIKAS . FREISRFIRHIE |, iRRLERZLEMANE 8-5 FvR.

hs

8-5 _L—EHMRILRNESH (FSI0)



2 8-5 fi7x , E—EfREDES AT AL LSTM ERIRARIFEEIRS. REM hs, U
RRBURE—1T , BRHABAMHE. T3S | DUEREBERLE hs.

BAVESHATRNENS | KANT Al 2 bban , 8 B2 (30 Th 2 "X ATARRE AR CA
RAEREN B = I"H = cat"TAFFNA, ﬁl?innslﬁﬁ ARUAATKA IR EIET A #17 ﬁ%ﬁ
WES) KJ"EETXTJX/l\iﬂJiHT%ﬁEQ o, KT seq2seq FEIEFHFEEN 2 i)
g, BBk seq2seq ] "Hiy AR P B L 89 ST LL 8] XX AF F ST B K AR NS 2

LJ EVAEFNASF |, RS HFREFI A I =cat XA BRIV X RRIENR, XEER
FOREBIE (REFRA) M RXRMEEFAIFF (alignment) . BIEFCALE , HFEER
?Imﬁkﬂ*] MEATEEN LB Attention AR TR T FFEIEE 35| AEIT seq2seq
L, XHE W TFTIRE "M B Sk BIEAT,

MIETHS |, BB AR EIRE S " BE BANA B X N X R BIE A REE , REFIRAXME
B TENE. R , KNNERECELEREE | FIRIBZEEHITR FHR, XML
HIFRA Attention , BAZEHKEH,

Tﬂl\ﬁ A Attention AT Z AT , XEBFRTEAH B RIBEKIELS, BHRITESIRIMLE I ZELEranE
8-6 F7K.



8-6 BUH/GHIEIERELSM

20/ 8-6 FI7R , FATHIE— DT EFTRHE, XNEMTE R (#8622%) S MIZIN
LSTM ERIFSEREMGERLERH hs, RJa , NPIEHBEREE L E] Affine B, 5280
—H , RLE R RIS EVK S BB A LSRN LSTM =,

] 8-6 FIMLR FTH TAER RERAAXI FHEE. BN , MEMN hs Pl 58N RZIFLE
B BRIAA N X R RIEEE, bhan , S 8-6 MFRLSH TR , I hs ikt "B



tvEE, Wik , KHBEL ErTE RSP MEFRE. FAEXEANE- , P
e (NZAMBYPERCET) X—RERTIEHTHO K.

= lt FEEME RS —IBDRER B EEIENT. B, RERAHYKEERE
M, FA MERE RIERARMER NI TES] ; MAIRAMER MO E , E4 L

WIS INEERRER M EIEE.
SRR X — IR AR AT A HE R ? KR L, RN EE N R REE (B2 , #B
RME—H , B MERIERMEN) . ITNERME  SH SRR, Aniewk”. K 8-7 B
N, BMPITHERRENTRRNEEE (WHE) HE.

hs a

8-7 MENHRINITERTERENNE (FXNAMTITE)

& 8-7 Bk , FEMERAT RRENMRNERENIMNE (icha) . i, a GBHRLH—H
BITLHRZ 0.0 ~ 1.0KIHRE , BMRE 1, A7 , WEXNRAENRINERENNEN ST E

hs QAR , TGRS EMREE, X—RINTENE 8-8 7R,



hs a

8-8 WEITEMAVH , TUEE| ETXxmE

20 8-8 Fi7R , ITH Bimm EMAM , IERLERRALTIXME , FANS ¢ TR, IER
—F , WRBAWFANER , AT UAI EE "NV WNER 0.8, XEWELTXEE c +3F
RE"EEMERMS , TR MR EEARE T iR m ERRIE. BRBE XK
NER 1, HibBIRXANER 0, BAXMAL T EF' T EEME,

Lm ETFXME c PAEST ARINZHTAR (BhF) IRNER. ERYBt , #ER
MEIRET 2 S H X FRE

T, BAOVARBKAERE—TEITALNANS, XEREMAE SRS 0HTL hs B R
WHIAE a , FHAHKENRMRAKSIL , RBITAUR | BEEZAMARNER,

import numpy as np

T, H=5, 4
hs = np.random.randn(T, H)
a = np.array([0.8, 0.1, 0.03, 0.05, 0.02])

ar = a.reshape(5, 1).repeat(4, axis=1)
print(ar.shape)
# (5, 4)

t = hs * ar
print(t.shape)
# (5, 4)



Cc = np.sum(t, axis=0)
print(c.shape)
# (4,)

W FHIENKE 7=5 , [RER SR ER TR M H=4 , XBLE 7T MARAMITEIFE. FHi%L
KA ar = a.reshape(5, 1).repeat(4, axis=1), A& 8-9 fi/x , XITHIDY a koA

ar,

(rs, 1) (7 (s, 4)
" m mmmm

reshiape il repedl T

T -
A (01 (THEH TEEHD
| il S N

i 'im-{.-u

8-9 J&Eid reshape() # repeat() 77ikM a &£/ ar (FEMBREREHLEN)

N 8-9 Fivn , FINEMMEESIERAF (5,) W a, BIE (5,4) B%E. Eitt | @it
a.reshape(5, 1) % a IFERRM (5.) WA (5.1, RE, S 1 MlAm L (axis=0) ER
XN R 4 %, £RIERA (5,4) BI%EA,

repeat() FIERHISAMAMTRERMNSAIA. & x A NumPy SAMEA , U
AJPA& x.repeat(rep, axis) XHEER. XESH rep FEEEHIHIXER |, axis FEEEHIT
SRR (4E) . than, FExBKRA (X, Y, 2) BIBULT , x.repeat(3, axis=1) i x
BISE 1 NTTE (551 M) BHTES) , AR (X, 3*Y, Z) 4.

A, XBMATARER repeat() Ak , MFERA NumPy f7%ZhaE, BT , £ ar =
a.reshape(5, 1), SREVTHE hs * ar, K& 8-10 7Rk , ar 2 B3 REAILAC hs TR,



hs ar s ar

& 8-10 NumPy K] 3%

FATIRESPITEE , XENMZFER NumPy (% , AR repeat() Ak, BE , EXFEMR
T, FEFTENRE S ENEARANK A SABARITTERES T, B 1.3.43T4, X
MU TTEEFHK Repeat . EI, , FERAERE , FEHIT Repeat T R R E{EH.

20& 8-10 FivR , it BEX NV ITEIFFR , SAEIEIT ¢ = np.sum(hs*ar, axis=0) 3K, XE ,
B S axis AJRATE R AR N AR (EE) SR, RHRNEE—TEAENER |, axis i
FRAEMARER. than , Y x B A (X, ¥, 2) B, np.sum(x, axis=1) fE (A1) B
BRA (X, 2), XBRERE , KIMLFE—NIEK", £ LEEMRBTFF |, hs*ar BFERA
(5.4) , BIIIERREE 0 N , I TR (4,) SERE (M) .

; TTE MBI BN A2 E MR, M EmNFFkin , REE
np.dot(a, hs) X—{TREEFAIIGENER. AT, XHERBEE—28EE (FEK)
B EY REHANE, REEY R , MIEEARKER" , X&FEEEFTHEBEER R

(TEXFMET , FEMF M np.tensordot() M np.einsum() AiL) . BIHELN , XEBIK]
NMEREEFRFR , MEBET repeat() F sum() FAIERKELINAFIANITE.

T ETHASIEARK ARSI , BRI TAR GXERIE hs Fl a)

N, T, H=10, 5, 4

hs = np.random.randn(N, T, H)

a = np.random.randn(N, T)

ar = a.reshape(N, T, 1).repeat(H, axis=2)
# ar = a.reshape(N, T, 1) # {FRI &

t = hs * ar
print(t.shape)
# (10, 5, 4)

C = np.sum(t, axis=1)
print(c.shape)
# (10, 4)



X BRI S 2 ATRSKELLF — 1, REEEHANPK , MZRIRMBEAE repeat() M
sum() BERIEEKAE (3) . AR  TBANBEMBRTHERTERF Rk (& 8-11) .

C (N, H)

St

LIl TH

N8 (1T H

a0 TH

It Ll

(N

8-11 A EE

& 8-11 foR , XE{F M Repeat TR EH a. Z/F , BT mitEXNNITRNFEN , BT
Sum sk, IMAEEXMTERMNRAEE. HX , IEZERNMAHELFTE. £ 1ENHA
7 Repeat T |l Sum HRKREER, XEER—TER : “Repeat KR E{EFE



Sum™Sum KR [E 1% 2 Repeat”, RBEFEZIKEMTER |, RIAMERIE N XTHRN it T
Sum , XI5 4T Repeat,

HAERATHE 8-11 T EESTIAR | XBHZ A Weight Sum 2 , ST THR (=
ch08/attention_layer.py) .

class WeightSum:
def __init__ (self):
self.params, self.grads = [1, []
self.cache = None

def forward(self, hs, a):
N, T, H = hs.shape

ar = a.reshape(N, T, 1).repeat(H, axis=2)
t hs * ar
C np.sum(t, axis=1)

self.cache = (hs, ar)
return c

def backward(self, dc):
hs, ar = self.cache
N, T, H = hs.shape

dt = dc.reshape(N, 1, H).repeat(T, axis=1) # sumfRmE{EH%
dar dt * hs

dhs dt * ar

da = np.sum(dar, axis=2) # repeatiixA{&i%

return dhs, da

U EMEITHE L TFXXmER Weight Sum ZHSKEL, FARXMNRIZAEREIINSH , FTUARIEAR
BERAEEAIE , AL A self.params = [1. HABNZIZBRABERIMT | FKIVBEETE.

8.1.4 fRCFHNREHHO

BTHRRENTRINEERAONE a , el UESMARRG L TXmE, B4, EAKEN a
g ? YARBREKNFIHNEE , BANABEMIALRENEIRET BaFST e THE.

TEFANKE—TENRFANNE a KKRFEHE. B, NRDSHLIETFEE IS E—
LSTM 24t BRCK A B4 0 Lk iRAZ AN E] 8-12 FR.,
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8-12 =R 14> LSTM ERFEReREm &

£ 8129, [ h FOREDESH LSTM EMISEKEmE, WA , TN B BIERRX
N h EZRREE LM hs BN RIREE RN, BILFAETUMEE—R , XERIMERR

EBE BN, IHER—T , e e = (a, a2, a, ) fumg b = (01,02, by
NFRA -

a-b=ab+aby+ -+ a,b, (8.1)
R (8.1) W& XM MELEZ KFEE HasmR—Am , BiEARFREAR A [ 2/ HNE 2
IFE BARKNESE,
Lm WEREAEMIWERNAIEB I, RTRRZS  EFE RN ML T 150
BIIE. 3Ok [49] Hhigd T JUAMR R A A,
THEARRRETHRITER SRAMNERLLIRRE (B 8-13) .



hs

& 8-13 ETHFNTHE hs N&TS L WABLE (PR dot TRRR)

ME 8-13 vk , XBBIMERNFESL h fl hs Y{NBRREZ BRABIVE , FEHERE
ARS8, A, XA s BIEMALZETHME , hakATRs. TR, ERAZ—ERN Softmax Rt
S BHTIENLL (/& 8-14) .

a_ 01 hoa o005 .

Softmax

8-14 ETF Softmax RIEH L

£ Softmax ER¥Z J7 , Wi a MEANTTHRRMETE 0.0 ~ 1.0, BN 1, FHEHKF T FoR
EBNRFANER a. WAEKNITAARLH ERE — T XLALHE,



import sys

sys.path.append('..")

from common.layers import Softmax
import numpy as np

N, T, H=10, 5, 4

hs = np.random.randn(N, T, H)

h = np.random.randn(N, H)

hr = h.reshape(N, 1, H).repeat(T, axis=1)
# hr = h.reshape(N, 1, H) # [ %

t = hs * hr

print(t.shape)

# (10, 5, 4)

S = np.sum(t, axis=2)
print(s.shape)
# (10, 5)

softmax = Softmax()

a = softmax.forward(s)
print(a.shape)

# (10, 5)

A EMR I THALERAED, aTATE | BALTAVET reshape() M repeat () FIFEMERE
&) hr. FE(EA NumPy B HERIELT , RER repeat(), BURHHITHEEILNE 8-15 Fi7R.
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8-15 THEENARNENITEE

NE 8-15 FiR , XEHNITHEER Repeat M. FRAXM N ITTERITF <"/, Sum 7 =
Softmax EMIAL. FKATEX/MTERERRKAIESINA AttentionWeight Z& (=
ch08/attention_layer.py) .



import sys

sys.path.append('..")

from common.np import * # import numpy as np
from common.layers import Softmax

class AttentionWeight:
def __init__ (self):
self.params, self.grads = [], []
self.softmax = Softmax()
self.cache = None

def forward(self, hs, h):
N, T, H = hs.shape

hr = h.reshape(N, 1, H).repeat(T, axis=1)

t = hs * hr
s = np.sum(t, axis=2)
a = self.softmax.forward(s)

self.cache = (hs, hr)
return a

def backward(self, da):
hs, hr = self.cache
N, T, H = hs.shape

ds = self.softmax.backward(da)

dt = ds.reshape(N, T, 1).repeat(H, axis=2)
dhs = dt * hr

dhr = dt * hs

dh = np.sum(dhr, axis=1)

return dhs, dh

AT Z AT Weight Sum = , X/NS3LA Repeat fl Sum 28, REFEZIXFMEEHN KR

&4, RN 2B ARt . Nl , O TR R e — 1 uet.
8.1.5 ARILARHNBEHO

FERZHET , NI TNABT RSN AE. 8.1.3 M 8.1.4 TWHHISELT Weight Sum

E0 Attention Weight &, IUE , (T XBEEEEEXK , LRWE 8-16 Fiik.
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8-16 1 H FTXMERITER

& 8-16 B/R T ATHI L TXME c MitEERN2S. FRITEL A Weight Sum EH
Attention Weight E#177 53, EE—T , XEHTHITERZ : Attention Weight E3x/EJRH5
BmHNENBREE hs , FFITESNBRKANE a ; A5 , Weight Sum EitE a fl hs i
MAF | FE LT mE e, KITBHITX—RINTEREFRA Attention B (& 8-17) .

hs

8-17
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kI TEN]

Weight Sum
& — h,."? Attention
Attention Weight
h
h

BZoaHnTEEESR Attention B

PAERLE Attention HEAMILLAS . KiEREHEENEE hs PREZETER  £ETEEH L
TXEE , BEdps t—F (X8, Affine BELE—E%4F) . TEAE Attention BRSIR (
ch08/attention_layer.py) .

class Attention:

def

def

def

__init__(self):

self.params, self.grads = [], []
self.attention_weight_layer = AttentionWeight()
self.weight_sum_layer WeightSum()
self.attention_weight = None

forward(self, hs, h):

a = self.attention_weight_layer.forward(hs, h)
out = self.weight_sum_layer.forward(hs, a)
self.attention_weight = a

return out

backward(self, dout):

dhs0, da = self.weight_sum_layer.backward(dout)
dhs1, dh = self.attention_weight_layer.backward(da)
dhs = dhs0 + dhs1

return dhs, dh

PA_ER Weight Sum Z#1 Attention Weight EHIEREEMREERE. AT U RAARIEA
BRRAE |, XBEREM A E attention_weight , ZILFETEAR T Attention BRI, FKATE
XA Attention ERAE LSTM EF1 Affine B8] |, 20 8-18 Firx.
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8-18 E7f Attention ENRILSRNNELEH

Z0/E 8-18 FUR , JtSesiiditt hs S AZIZEIZIR Attention /2. 54h , XBH LSTM =
Kbtk S m £ Affine B, RIE_E—EMEBSHN30E | FTROARXANY RIEEBK. A 8-
19 F7R , KA1 Attention (522 T _E—E Rz L.
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Attention

LT\ LSTA

8-19 _—EMfRIGEE (ZE) W Attention RURALES (HE) AILLEX : EHM LSTM B
2| Affine IS5

NE 8-19 Fin , KT _ L —E=AARRDER AN ET Attention BRI ETXMERER. Bk, {7
B IRFEH LSTM ERESERRES B E1%4 Affine B2 4h , BN Attention B LT HE.

% £E 8-19 % , L P mEMERRESH XA R EH A Affine =, 208187
7, XEFRER XA mEDHERSK , ¥PHEERREHA Affine &,



BE , FKIVEER 8-18 K AT LY BIKZ A Attention EE{ASINA Time Attention £
20E 8-20 Fiok.

] it Altitdhan kit Aitienil ALy : "EI |'I'|'||: [mw Allenli

s de

8-20 ¥Z A Attention FEFE(KIKHLA Time Attention

FR[& 8-20 T4 , Time Attention EREHET £ Attention Z , HSKIMAITH/R (&
ch08/attention_layer.py) .

class TimeAttention:
def __init__ (self):
self.params, self.grads = [], []
self.layers = None
self.attention_weights = None

def forward(self, hs_enc, hs_dec):
N, T, H = hs_dec.shape
out = np.empty_like(hs_dec)
self.layers = []
self.attention_weights = []

for t in range(T):
layer = Attention()
out[:, t, :] = layer.forward(hs_enc, hs_dec[:,t,:1)
self.layers.append(layer)
self.attention_weights.append(layer.attention_weight)

return out

def backward(self, dout):

N, T, H = dout.shape
dhs_enc = 0
dhs_dec = np.empty_like(dout)

for t in range(T):
layer = self.layers[t]
dhs, dh = layer.backward(dout[:, t, :])
dhs_enc += dhs
dhs_dec[:,t,:] = dh

return dhs_enc, dhs_dec



XEBNARNEWER Attention = ((EBFA TA) |, KEHTEREENRAEE. Hob,
attention_weights JIFRFRTET &1 Attention EXT KA BRIRHIANE,

PAE | AN T AttentionfgEM R HSCHL., T EEK1E R Attention k3RI seq2seq , =K
B — AR |, PAIA Attention HIRUR.



8.2 H Attention K seq2seqiisI]

E—TCILT Attention E (PAK Time Attention £) , BEEKME XA ER KL A
Attention [{] seq2seq”, #_E—ZFKIT 3 43¢ (Encoder. Decoder ll seq2seq) —#f , XE
AT BRI 3 12 (AttentionEncoder, AttentionDecoder Fll AttentionSeq2seq) .

8.2.1 YmiDaRAY3SHL

B 4ESKI AttentionEncoder 28, XA _E—ZEKIA Encoder ZEJLFE—#F , IE—HXFIE ,
Encoder 2] forward() AiE{R[E] LSTM ER&R/ARIBERECK S E , M AttentionEncoder 2
MR E|FEKRRERSHE. Ft , XEXRUA _E—ZEK) Encoder 2531 T3,
AttentionEncoder ZERISRIMAN T AT/R (= ch08/attention_seq2seq.py) .

import sys

sys.path.append('..")

from common.time_layers import *

from ch07.seq2seq import Encoder, Seg2seq

from ch08.attention_layer import TimeAttention

class AttentionEncoder (Encoder):
def forward(self, xs):
xs = self.embed.forward(xs)
hs = self.lstm.forward(xs)
return hs

def backward(self, dhs):
dout = self.lstm.backward(dhs)
dout = self.embed.backward(dout)
return dout

8.2.2 fREEARAISEL
HESIERAT Attention EHNEILES. (£MAT Attention AIRILRAELEMIINE 8-21 FTUR.
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8-21 RWEBHELR

WE 8-21 haJPAEY, , F_E—EZMSIN—4E |, Softmax 2 (FMYI , 2 Time Softmax
with Loss [£) ZBTHREEMEMMERDeS. Foh , M E—F—# , (&7 IEA{EE forward() F7i&M
RE £ backward() AiEZSM , BRI T ARFBIRAFS) (FZRHF3) B generate() 77
ik, XEB{UAE Attention Decoder B ATER forward() ATEMISEN , N FA7R (<
ch08/attention_seq2seq.py) .

class AttentionDecoder:
def __init__ (self, vocab_size, wordvec_size, hidden_size):
V, D, H = vocab_size, wordvec_size, hidden_size
rn = np.random.randn

embed_W = (rn(V, D) / 100).astype('f")
lstm Wx = (rn(D, 4 * H) / np.sqrt(D)).astype('f")
1stm_ Wh = (rn(H, 4 * H) / np.sqrt(H)).astype('f")

lstm_b = np.zeros(4 * H).astype('f")
affine_W (rn(2*H, V) / np.sqrt(2*H)).astype('f")
affine_b np.zeros(V).astype('f')

self.embed = TimeEmbedding(embed_W)

self.lstm = TimeLSTM(1lstm_Wx, lstm_Wh, lstm_b, stateful=True)
self.attention = TimeAttention()

self.affine = TimeAffine(affine_W, affine_b)

layers = [self.embed, self.lstm, self.attention, self.affine]

self.params, self.grads = [1, []
for layer in layers:
self.params += layer.params



self.grads += layer.grads

def forward(self, xs, enc_hs):
h = enc_hs[:,-1]
self.lstm.set_state(h)

out = self.embed.forward(xs)

dec_hs = self.lstm.forward(out)

c = self.attention.forward(enc_hs, dec_hs)
out = np.concatenate((c, dec_hs), axis=2)
score = self.affine.forward(out)

return score

def backward(self, dscore):
# SIRIFEAL

def generate(self, enc_hs, start_id, sample_size):
# SIRIRAD

XERSINERER T FA Time Attention E24h , #_E—Z Decoder 28 H AR KK
B, FEFEMNE |, forward() FIEFHHET Time Attention BRI LSTM Bt . £
EHERREEF |, {FF np.concatenate() A THHE.

XEAREXT AttentionDecoder 25/ backward() 1 generate() AR, &fF , HIMEH
AttentionEncoder ZEFN AttentionDecoder ZE3K5RI AttentionSeq2seq 2K,

8.2.3 seq2seqizIR

AttentionSeq2seq SN E—Z KA seqzseq JLF—#. XAUIET | JnbDas{E A
AttentionEncoder 2§ , fi#h023{F FH AttentionDecoder 2§, [HIt , RELRE _F—E5) Seq2seq

3, HY—THIANTTIEL , BT RASEN AttentionSeq2seq 28 (=
ch08/attention_seq2seq.py) .

from ch07.seq2seq import Encoder, Seg2seq

class AttentionSeq2seq(Seq2seq):
def __init_ (self, vocab_size, wordvec_size, hidden_size):
args = vocab_size, wordvec_size, hidden_size
self.encoder = AttentionEncoder(*args)
self.decoder = AttentionDecoder(*args)
self.softmax TimeSoftmaxWithLoss()

self.params = self.encoder.params + self.decoder.params
self.grads = self.encoder.grads + self.decoder.grads

BA_ELEH Attention () seq2seq BISKI,



8.3 AttentionI¥EHt

T, FAMERA_L—T3MAK AttentionSeq2seq ZERPER— N SRFriA)El, [RAFKA TNV RIS S 6
FEMERLBSRAIA Attention FIBER |, AIIEIRBEIRE K/NEF BN HIRSE. EIL , FA1EME
TR BRIRRER 8 (AR LEBEBT AAERNRD , BIEEEIR) , KA Attention

] seq2seq KPR,

LJ WMT B— M ZNBRRMIRSE. IDMIRETRMT TOEMIAE (RETLEMNIE
) MFETEIEIE. WMT $UREEF S RTEMENEAER , £F BT
seq2seq HIMERE , NTEMFIEERKX (BT 20GB) , FAEKNERAE.

8.3.1 B )

XEHANZAENE AR A, XMES B 7R MEOENERIHX FTE A& FhE
PR B R i AR ERE S, BIan , A B K september 27, 1994 1X#¥ ) B #I¥UE - #
1"1994-09-27" X HFHIbRAERE S | 2N1E] 8-22 F7R.

september 27, 1994 1994-09-27
JUN 17, 2013 2013-06-17
2/10/93 1993-02-10

8-22 HAME=HHBIF

XEXAAMBAERABENRERERD. Bk AAFAMEE LEIAREA, FHARAKE
gﬂ;ﬁﬁﬁgﬁ%giﬁmﬁﬂi , FTAEE AL AR R R 2, AR X LA RN 2T E !
, BEAEE RN,

Hok , e A ([R)R) Mgt (2%) FERENXNCR. AMEAME , FEFA BN
WXZ. R, FKOTTRIA Attention I8 B IERBER BTN TTE.

FAVE LA dataset/date. txt PUERLF T RAIEM B I BIE. & 8-23 FUR , XA
% 50 000 4> H I H AR S8R



1 september 27, 1994 -1994-29-27

August 19, 2083 _20@3-98-19
2/18/93 1993-02-1@
18/31/9@ -1998-18-31
TUESDAY, SEPTEMBER 25, 1984 _1984-@9-25
JUN 17, 2013 _2013-06-17
opril 3, 1996 -1996-94-03
October 24, 1974 -1974-18-24
AUGUST 11, 1986 -1986-08-11
February 16, 2015 -2015-82-16
October 12, 1988 _1988-18-12
6/3/73 -1973-0¢-03
Sep 3@, 1931 -1981-09-30
June 19, 1977 -1977-86-19
OCTORER 22, 2985 _20@5-1a-22
50,000 2,050,000 2.05 MB

8-23 MTHMNFHRNFIVE | TRBRAKK

AT HFMANERARKE , ABRAMBIIBIRSRIAR T =4 , 78" (TRZ) RENBAM
WM. A5, FAX MRS KT RRRIEER , BTRATCE Ao R kTR it i

45

LJ M E—ZATIR , APRET — AT RUARALIE R seq2seq AFSI¥IEA) Python
R, XMERAI T dataset/sequence.py .,

8.3.2 7 Attention i seq2seq K]

T, FANER A BdESE LT AttentionSeq2seq WS , FS]RMARLAI TATR (
= cho8/train.py) .

import sys

sys.path.append('..")

import numpy as np

from dataset import sequence

from common.optimizer import Adam

from common.trainer import Trainer

from common.util import eval_seq2seq

from attention_seq2seq import AttentionSeq2seq
from ch07.seq2seq import Seq2seq

from ch07.peeky_seq2seq import PeekySeq2seq

# EABUE

(x_train, t_train), (x_test, t_test) = sequence.load_data('date.txt')
char_to_id, id_to_char = sequence.get_vocab()

# REBNES

Xx_train, x_test = x_train[:, ::-1], x_test[:, ::-1]

# REBSEH

vocab_size = len(char_to_id)
wordvec_size = 16
hidden_size = 256

batch_size = 128

max_epoch = 10

max_grad = 5.0



model = AttentionSeqg2seq(vocab_size, wordvec_size, hidden_size)
optimizer = Adam()
trainer = Trainer(model, optimizer)

acc_list = []
for epoch in range(max_epoch):
trainer.fit(x_train, t_train, max_epoch=1,
batch_size=batch_size, max_grad=max_grad)

correct_num = 0
for i in range(len(x_test)):
question, correct = x_test[[1]], t_test[[1]]

verbose = i < 10
correct_num += eval_seq2seq(model, question, correct,
id_to_char, verbose, is_reverse=True)

acc = float(correct_num) / len(x_test)

acc_list.append(acc)
print('val acc %.3f%%' % (acc * 100))

model.save_params()

X B BRI _E—EMINARIBNFES AREJLTF—#. XAET , B\ BRISIEEF
SR | {8 AttentionSeq2seq {EAETY, FH4h , XBIMER T REEH B RKTHTT
(Reverse) . Zf& , FESMNRIES , 4 epoch (ERMEEIRITEIEMZE., ATEELER , &K

TREAT 10 AN RJELR) A A0 ] 246 0 B S
WMAEKINET— T LEMARE, EEFIINET , 4R0E 8-24 F7R.

8-24 B/RTEANE LAGERNIEA

WK 8-24 Fi7k , BEBEFSIIRN |, i Attention ] seq2seq ZBRBAT ., Kir L , i¥E 24X , &
P RS IARAH T IEME SR, WA, MABURMIERR (B acc_list) 20/& 8-25 ff

N
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8-26 SHMWERKILE : EF baseline £ F—EHEHM seq2seq , peeky B
R AEBARBUHIER seq2seq (FIARMREVERRE T MIAIEH)

M 8-26 FLERTI AN , BI#AK] seq2seq (EFH baseline) T£i%EA. BMELLT 10 4
epoch , RZ¥ABA R BERIZIER. TERT M HARMK Peeky 41 T RIFMLER , N5
3/ epoch FFi4 , HEVHIERAZRIFIA LT, 7£58 4 4 epoch B |, IEAHZIXE]T 100 %, {BE ,
MFESIREMS | Attention FEMB LR,

EXRKE T |, BRAKEERE |, Attention F1 Peeky BRI T ZARZ LR, B , ENRF
WHRATK., ER, BRTFIEE S, Attention TEXEE_EHATEFHMB.



8.3.3 Attentionfa{{t,

Bk, BAXS Attention BHTAI M4k, FESHITESFriely , SCRRIISR Attention 7E/EEMANTT
#. A7 Attention B, £NEZIMK Attention AEIREFR] T RRAZTEF |, FIRAFRATATRA

BT AL

EBATRSRIELF |, Time Attention EFHIE R E attention_weights fR7F 7 ZAETZIK)
Attention AE , EILAT LK N\ FNG B A B BR) K XTI I R4 Il B — 5K — 4EhE]
XE , FIVETXFE 4T AttentionSeq2seq , Y THEIMERELHETH Attention ANE BT L,
. ab , BRI AEHARR , (VELERERER 8-27 £ (&

ch08/visualize_attention.py) .

FRI DAY, AUGUST 26, 1983

8-27 {HFSESTATAMERY , STHHTH ALY Attention AVERHTIIL, AEEERK
WMNER , YHEERNHTHER. EFRTRBEIAE , HERKX (&KL 1)

& 8-27 2 seq2seq #HTHS Lt i) Attention AEM ] AR, BIa0 , FKATTAEE , 24
seq2seq #iE & 1 M1"H , EENEPEMNEAN " L, XBEEFEEFIEEE A HRMTN <
R, (FHEMSRESRRER Y5 i) 1983 F1"26"EIF X NV TA#H (BiN)
1“1983"F1"26", F4b , M NERIM"AUGUST S T RR B #480°08” , X— =R AT, X
KBA seq2seq MNBUIEFFSE) T “August”F1“8 B "X X F, & 8-28 chiaH T Hith—Lk43)

F , NP URIERMERIFE A BN A,
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8-28 Attention A EHHIF

%3XHE |, (£ Attention , seq2seq BEBRIKINNA—FEEIEENEFHELENEE L. 52 &
B Attention , ZR{ AR 7 REY 2 N TEM.

@ HAVEB INRIRBHAEMENEH T T HALE (BT AFEEIE) M
Attention BT 7 AEAY A KR] DURREAILEMFIE X", £ EEAIBIFF |, BT Attention , X
Q‘JEEUT%iﬂ%niiﬂzrﬂﬁﬂ?éﬂ%m A, BT AFIRME R T /e 2 B R B EAENE
H.
PAEFR AT Attention HIEMIKAS . BT XERKE , FAMARKR T Attention AR,
ZIt, , Attention i INEBBES—ER T |, (BEXT Attention RIEMANBTEEALD, T—
TEANSEELR Attention , NMAER LA SEKIRTT.



8.4 XF Attention HIIEE

FIERTAL , FITAR T Attention (1IEFfHIME , 27 Attention f{] seq2seq) , A TN
A ZBIRB R HIER,

8.4.1 X RNN
XEIKIKF seq2seq Higmhdzs. BEEI—TF , L—T 2RI YwiS23anE 8-29 FiR,
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20E 8-29 F7R , LSTM SR EAZIMKERAK S EWEEA hs, XE |, et hs &
ITHEBT S ARMAS .

BEEENE  RIRINEMAENTH. Ft , 78 820 b , 397" R W1 B4RE
TUEESK 3 M RARES. MR BRI | RIF 2R EES
g AR

%" FERORBPEEES |, HAVRIS T TANNFEE (FEBENIA) . Bt , 3
B R AMZE R A BCAS |, tha] AT ZER A

AL, ATRAGE LSTM WA A a2 TR | X242 A%AE LSTM (KR | 20/ 8-30 AR
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8-30 FET XA LSTM BTGB+ (XERAT LSTM &)

01E] 8-30 Fr7R , X[a) LSTM ZEZ BiIfK LSTM E_ LR T — AN RAMAIEK LSTM B, K5 , B
EEANHZIEEAD LSTM RRIRERS , BREARBHRIRBRERNE (RTHHEZS , W]
PASKA S E "BFHE)

BRI E AT |, BN BRIRN N KIRRRER EATUNEER I AMREER. %K,
XL B T EIEHIER.

WE) LSTM IsCINAES B8, —FSXIl AKX ZHESEPA LSTM B (AEFE Time LSTM &)
HEAEMAS N BERRRKHS), BEmME , P — 1 ERHNEASZaiEE , XU TAAE
AR BN E M LSTM 2, TB— LSTM E80H N\ Ea N3 EE A Z 22 IR Fi
N, MREXRABCD", MY AD CBA", BEMAKETIRFRBMNES , B— LSTM 2
NEMZLEHNER., 25, REEPHEXIWA LSTM EMEE |, ST ASZENE LSTM .,

LJ AT ETIEME  AZSFEA T HE LSTM /EAmiLes., AT, BARMATRLE A NEH
WE) LSTM FAfEYmiDas. BGHRAksEsE v] Az SCHLE AXE LSTM KT Attention FY
seq2seq. FH4HP, common/time_layers.py f{] TimeBiLSTM 2 HEXNE LSTM HKISKHL |, &%
BHEEITUSE T,

8.4.2 Attention BER{ERAE

Tk, KEZ Attention EMEAAIE. BIEFIBHET , IAEMK Attention EHELEHLN
& 8-31 AR,
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8-31 _+—aiEAH Attention [ seq2seq KBS

1N 8-31 7k , AT Attention BT LSTM B Affine B (8 , 7~id{# F Attention &
HARFFA—EIESERE 8-31 ABHE. SKFrL , {FH Attention FIHEELAH H At LA, b

B0, 3k [48] P RAE 8-32 ILEMI(F T Attention,



Nty il

it Lima it Lan

I a

il M

fm hs

ittt At
L |5TH 15T
Eibedi kit diig

<pQs? |

& 8-32 Attention BRI MbERRE (XEESET ICHA [48] , FELT MLELER)



fEE] 8-32 7, Attention ERJHIt (L TXME) #EEET F—HZIK LSTM ERMAL. &
ﬁ%ﬂﬂéﬁﬁﬂ , LSTM ERMER LT XMEREE. MAXtH , FATKIMARELRZ Affine EFEH
TEFTXmE.

A4 , Attention By BN AR REKSEE AR ? BEREA—TAME. Xbrk , IR
REME AR SREUESRIIE., A , £ EmMP-MERF | E R SR T RIFMNMA. Fit,
FEXMMERL L (6], BATTRERREI R KRR EESR

WA ERE |, IEMRLEM (72 LSTM EH Affine EZ [AJiE Attention [2) EMEHE, X
RRATERTERLEMT |, AR TRBIER N T Lamiizhit , BT Attention ERIER L
EmfaE, KhrE , BAVRMHEHAERW AT Time Attention J=,

8.4.3 seq2seq HKIREHA skip connection

EENMBRFXHFNRRN ARG, FEMRMEAEME IR, EXFMENT , RINNFEF
Attention i seq2seq R FIRIMFINS . MAT , EFEATAEEEIMZ MR RNN & (LSTM

B) . BEMRE , TTAGEERIMAFERAED | 75 Attention f{] seq2seq 220k, B4 , 40
SRIKNTIMFH Attention f] seq2seq , tER4/ERENR ? B 8-33 45 T —1MIF.



L5TH LT L4TH L4TH - N

ST ; LSTh 5T LT hien ST o

L5TH 131} LALH 15T 151N

8-33 {#MT 3 E LSTM EfH Attention [{] seq2seq

7E[E 8-33 pERL | YRRLZSFIRILESMERT 3 B LSTM B, WNAFIFTR |, 4mhlzs Afgatasid
E{EAEBAARIK LSTM 2. H4h , Attention ZRERTIEEFZL AR, XEHHERLS LSTM
ERBRRER S Attention £ , AAEK ETXME (Attention EHHIL ) (Z45HEREIFMZ A
E (LSTM E#1 Affine &) .

%‘ & 8-33 HIIERI R B —MBIF. BRTXMBIF 24 , ®BRE AN, thanERZ A
Attention [= , BiE¥ Attention It AL R — N ESZIK LSTM =%, H5 , i E—F
frid , FEMREN | BRIz MR TIRIERER. S, Dropout, MEXZFFHATU

AIFER.



H5h , FEMREHEREN BT EERTIRBEEEHE (skip connection , tHFkA residual
connection % shortcut) . #N& 8-34 Fi7R , XE—FhE B IR 2577,

I

—®

LSTM

LSTM

8-34 LSTM ER skip connection HfiIF

W 8-34 7R , FMBEER , MRIE BREEER", W , FEEERNERL , W Mt H
M. FEEXE (YR, EXNITRINE) FEER. RAMEEREEEN %R
B, FTRURE ISR L E AT A M N E 2R —NE. XHF—k , BMEMIR
TE  BENARER %  MASKEMEHEK (BREBERIF) |, FIIURFIESHT,

L;! ERE)AE £, RNN BRI RAE{ERESE IS B RSt BB ERNIRIM, BREIEKTT A
BT LSTM, GRU % Gated RNN RzXY , #6EBVER] DUBS A ERBI NV XT., MXSTFRE AR
ERBEIELK | XENBRIREEFERBN.



8.5 Attention KV

ZIEATALE , FIMUE Attention W FFET seq2seq k|, 1B Attention X—A8i£A5 218 A
B, ENAECEESHATAeM, SKhrE |, EIRLERIEEFEIMRF |, IEA—FEERTT ,
Attention HIFE T EMHEHFERIZRF . ATHITENE 3 MEAT Attention KENER , A
{FIEZ /TE| Attention FIEEMATTREM: .

8.5.1 GNMT

EIEV BRI S , BT TUAIMERAEEER M TMEL. A&kl , 2N ETH
NEERE 2 ET AFRENE" , BEIETSTHENE". TIE , HEH8BE (Neural Machine
Translation) BT XL ERBA |, KIS T T 12 XE.

L"! A BZINEXNMAE R TS5 Z o E TSI TRERF T LMERY , BiEes
BCR{ERT seq2seq ML IS BRRINSEHR.

M 2016 GEFF4A , ATBERFR IR AR FRFE A T RIRMARS , HALSSBREARLHRA GNMT
(Google Neural Machine Translation , KL ZRENFREL) . KT GNMT BEARZRT |
SR [S0] FAEMEKNR, XE , BAIUVEEM AT OKREB—T GNMT 524 , 2n&] 8-35 Bk,



Ercoder L3TMs

’
E | "

o Dl 15T

GPU

G

4 TH

GRL |

GRl |

8-35 GNMT HIELM (3] 838K [50])

GNMT FAZESILHH Attention (] seq2seq —#F , FIYwAS2S. fi#RL2SFN Attention #RL,
I, SERANERERAR , XBOTUFERNFZ AT REENFEEMMAZR0E | tban LSTM E/
Za, WE LSTM (WS35 1 /=) 1 skip connection . H4h , ATREFIIRE ,
WHITT £ GPU LS HRFES],

&7 _ERERM ETHTKRZS , GNMT BT T I0AALE, BT mEHEENEW
l_g(lquantﬁi;éﬂion) FIE, FIMXERTT , GNMT 515 T IEFIFHLER | KERREH SkO4ERN
8-36 FIT7K,
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8-36 GNMT [KUEEIWFH : YR AIRIR 0~6 MERERES(THRVFH (31 B3CRR [51])

20 8-36 AR , SETEERNAINE (ETEITHNSRN—F) XFMESAIAMLL
GNMT gt s T RBERE , HAER— R 7T ATERFRAEE. HiXHF , GNMT /44 7 H
BRLER , TN RRT HARRFNSAMEA T REM . A, BLATAHENRMALIE , ©0N
FEFZ A EARNBEURANLEI NI R, YISRRFRIBTRINELLR. KIrE , GNMT R
B—NTa , BRIESAHERhER RIFR /K.

Lm L GNMT FRAEMBIRFAIVTRERIR, ARIESHA [50] , GNMT /AT KEMILK
¥R, (1 MER) FE8IE 100 4> GPU 52357 6 XK. 554, GNMT AEBGERET AT LT
1753 8 MERMEF IFBUFAIFRAT—SREBE. BAXLEELZE— AT
AR , (BRBAIEEFS T FEMEIKEAML OE S



8.5.2 Transformer

BIEETCAL , FROESFMMAEMAT RNN (LSTM) . WESHERIZISCAALR , ) seq2se Bl
Attention i seq2seq RIEZAMFDS , RNN #&E L. £/ RNN AT RURIFHIANE A 28K B AT
FEER , (ERZEIBAT) BEBHBRITFNGER. B2 , RNN AR | thandH TR R

Isiﬁo

RNN FSZEE T E—MNZIBITEERELHITITE |, @ (BEA) ATgefErtAm L3 TitE
RNN, FEEAT GPU K TITEMEE FETREFSIN , X—RESBCARKHIM , TR
A T #FF RNN HIEhtL.

EXHERT , WAEXT R RNN ®BF5T (RTRAHTITER RNN R 5R) 1RIEER , Hp—1
ELMIERIZ Transformer®2 #%1 | Transformer £7£ “Attention is all you need" X & X+
KM AR, IMEIARBATR , Transformer /AF RNN , T Attention #7408, X8 | 3K
{I1fET Bt E —TF X4 Transformer,

LJ (&7 Transformer Z4h , BB ZMARBNT MR RNN |, tLan EFRE
(Convolution B) % RNN fEFT [54]. XBRNAERITAFRHMAT , BEALHE
FEFVRAE RNN SR seq2seq , FHEILRIIATITE.

Transformer 2&F Attention ¥k , HP{FH T Self-Attention 375 , X—R{REE.
Self-Attention E¥A"BC X ED M Attention” , HEEEW , X2 —/NI FEHEE AR K
Attention , §7EMER— MR FHIEF SN TRSHMITENXR. A Time Attention EEtEA
HIE |, Self- Attention ZN&] 8-37 Fi7R.

hS_enC I'ime Attention Iime Attontion

hs dec hs

8-37 ZEREHN Attention , HER Self-Attention

TELLZ AT , FAF Attention SKig T BNEXFEI/N FEIRE 2 [BIRIST R R R, 20E 8-37 AR Fr
7~ , Time Attention EHBNEAFBRAKEARBRIE FEIE. SR, 0E 8-37 AR AT
7~ , Self-Attention BN AFMAKE R — MR FEEE. %X, TJRSRE— I FEHEER
BN TTRZ BRI XA,

ZIlt, , XF Self-Attention HIRBAFEERT , FTEIIK(IE—T Transformer Z454 , 20&] 8-38
7R,



Time Softmax

with Loss

*I am a cat’

Time Affine

Feedd Forwar Time Attention

N=x
Nx

Iime Attention Time Attention

I'ime Embsedding Time Embedding

‘BEEIIETHS ‘zeps> I am a cat”

8-38 Transformer HELEH (XES% T 3CHA [52] , FEHTHER)

Transformer 57 [ Attention &7 RNN, sKfr_E , BHE 8-38 o] 4N , Ymfles FfiRAD2S By -EEB(E
7T Self-Attention. [& 8-38 Ff{] Feed Forward ER/HITRFFLMLE (LR E] 77 1H _E IR B Y
&) . BHEKME , FAAE—EEE. BUERECH ReLlU e EREHIRE ML, Hoh , BHH
Nax RrAREESEENTRIEET N X,

LJ & 8-38 BIRIIE R T B Transformer, SKFrt |, BT XAN2244h , Skip
Connection, Layer Normalization®®! S I5th &8 AR, H%E WAEIEE , (3T
FRAZA Attention, JwhaEtFHIEMI{E(SE (Positional Encoding , I EYWHE) %.

A Transformer ATRUISHITEE , ZTHFIA GPU FTITETRANTFAE. HERE , 5 GNMT
Mt , Transformer M3 RIISDAKIER D, EBNSFEEATE , 20& 8-39 Fix , USRI T 45

AR Tt.



R

ConvZ5 (CNN) Transtorme

B

8-39 f{EEMENFRUE WMT , IFNIOERRFINRE. S HRBIEREITEM BLEU E , X
MERERIT (£530Hk [53])

& 8-39 LhiXT 3 FhATA. ERE  (FREFEM seq2seq (EFIEA Convs2S) bk GNMT #5
E& , T Transformer Lh{EREFEKN seq2seq B E S, kL, K wﬂmﬁiﬁg MFEERIA
J%EE Attention 2 IR BRTEKTEIA.

KNz ATEAEE AT Attention 1 RNN |, {B2HBX/MFRETAN |, Attention HSSA] ARk E#
RNN, X#—3k , FIf Attention N & T EES S —H3EM,

8.5.3 NTM
BAVERRE ZREENT | SR ERRNE. NB—MAERE | X DR AR TRMEZF

BN AR | RIMBENTEE TIEM, FASD , FIRSNEHIEE | Mea M taT blgkis
HOMARES . ATRINTRNESME ETaBNY R



LJ RNN #1 LSTM BEB(E RNBIRS kA7 M0 Fr il , (BRENNNEMREKERE |
REEANHFTEEEAR. FHit , ATRIEREFE RNN RSMNECEFMRE (NfF) |, Bt
ICRBEER.

£ Attention f{] seq2seq F , ZrbSs X B RIHITIRIG. KRfE , i#E25B1T Attention {8
HBRENIEE. XEFTEFENTLE Attention I7ELE. T Attention , Jpfzs ARSI

TIHENAF R NFIRE" . BANER , XATERR |, miEasE N EREESANT |, fifihas A

NERIZBRNHEREE.

] AT BN NFRMETT UB T ML B, FATTRALLZIABR|—ANF77% - 78 RNN HSNERED
B EREENGEMER |, IHEMA Attention X NMEEEBEEWEREE., Kfrt , XE
KB ALFJLA , NTM (Neural Turing Machine , #2ERH) P g2 Hptuih £ m—
.

LJ NTM 2 DeepMind HBNHITHI—IM T , fakikidt 4 i DNC (Differentiable
Neural Computers , R[5 #2211 E AL )[56] ATA. KT DNC e UARIE T F AT
(B%) L. DNCAJRUAAR IR T NTERER NTM |, (BENH%OEARE—HK.

TEMRRE NTM NS Z 8T , FKIEKRE—T NTM REIESRE, & 8-40 Xk A BHE FIEE &S
BFX—E#. X2E NTM FrdtTirAIEREESRR | BIPBHELET NTM X686 (MR |
XREAKRBT NTM i DNC f— i8R E B h BEIgE) .



8-40 NTM RIBLEE (3| B3k [57]1)

HESAE—TE 8-40, XEFHEEMEEFERN— M ZHE8 1Rk, XRAMEEE
AR, FIMREEEBHEME (3EF RNN) . NESFEES , #dE0"M“ 1" —ME—1Nith
RN BIRS | 25283 TR i B2

XESENE , AXMEHRASMUB —K KK (RFF) . BETXIRNF , 2H285%E TIHHE
L (BRH) RN, AR, XNRENRTE , 7K KR LEALENEE. BRANLE
REE  UEERBLEEEHAESN . IER—T , FAE 8-40 " AR "BEHEAN , FIAZNTR
AUERRRHTIEERR. #amEn , SRR ST BABtR.

BIXHE , NTM FERE SN BRI FrddE. NTM AR 7T ER AT 351
THAME T XLNFRIE, B, B USRS SN RIERIRT .



Lm TRHURIE AJRE AL Pt TantE, SIAEX , NTM WBHRPEIREF, el
W, XEREE TN EEMANGL 3 HEES" (1) .

NTM Gt B —FEESNIEFMRE | HEREEHM AT U St H K 8-41,
output|t] output[t+1]
LETM LETH

Write Head Head Head

input|t] input|t+1|

8-41 NTM RNELHM : FHIT Write Head B Read Head E , B 13HTREEE

&l 8-41 2 HILhRE NTM KIELEM), X LSTM E2#=Hles , $IT NTM RIEZLIE, Write
Head E#¥ LSTM EENMZIKIERARS , B LEINEEEARNTF. Read Head EARFFIE
REREE  HEEAT—IRZIK LSTM 2.

A4 , & 8-41 ¥ Write Head =1 Read Head Bt TINTERIENE ? R 2EF
Attention,

% FEe— T, AR (REBN) REREME_EREGER | B BT R
1B, XA GRS SRR , FISE A Attention YEFT A ML IR | FF
FRRER G BIRITR , SRR AR F AT T B Rk MR,

AT T ENBRNTERE , NTM KRNTEREFER T B Attention , 232" ETHER
Attention"f1“E T B Attention”., ETIRAEM Attention FIK{TZ BINLBH Attention —
¥, BTAREFHEIE I mE (BEEE) KENmE.

METAER Attention BT A E—PNZIKIERRFH L (RERE MU ENIE) /A%
B, XEBAVEMISESAME TR , RMERTUEE — A5z B3, ETREFVENES)
Thee , ATABE—haTdt (—REit) —iSER XAt BEHA B INIES.



& NTM BNTERELLIR R 2%, BRT _EEREIRERIERSS , BBIES L Attention AE
AR . Ak _E—MBSZIE Attention ANE AR,

B B i ASMIBEAERE , NTM 3k15 T 32 KIAES) . KBRL , 33T seq2seq TLAMRRKE
FxlE) , NTM BR1G TR AR, BUATTE . NTM BIARR 7 K FEOICIZ R, HEFF(a)
(AKEVMBIET) .

20kE , NTM EENSMIBEAER BARTG T S SIBIAMAES , K Attention {EA—TRE R AMFE]
TRA., EFSEEMRERNY BEAM Attention £HKBEE |, 4B HNAESFHT.



8.6 /&g

AEIR(1FS)T Attention 4E# , HINT Attention B, AR5 , FK(FA Attention SKILT
seq2seq , BT EBAMISIES , FEIAT Attention I EBER. Boh , A TXHERHIRRT
Attention KIANE (#E%) ST TR, WERTTH , BF Attention FERIIS A ZEAHRIK
ARKEENBET HENEFEL.

FIh , RERNBT A X Attention KBTI, NZABIFAT% , Attention ¥R T IREFS]
KITTREME. Attention 2 —FEEE BWHEA , RFRAEN. EREFIWE , £/
Attention BE ARSI EZ M FEN",

FERFRNE

o TEEME. BE RIS —AEFERRRA B — N FEIBRNES T |, HFEHIEZ (A
BEEEYNXER

e Attention WEUEFFSI BB FEHIE 2 BRI KR

. gtte;tion FHAMERNT (Fikz—) WWEREZEKBME , FiiL XN RN

NANAN =) &

o R4 Attention F{ERKNZEE MM , AT DAETRE REERIEHITES

. Jgﬁ*%’» Attention ITEHHNE (#EK) 7T , TR B A St Z BHT R <

. ;E\%:F%E‘Bﬁﬁ%%%ﬁ%ﬁ R MR BIRF SSRGS | Attention #FSRIZENTE



fisk A sigmoid BER¥AN tanh RIS

FREEERE BTN EAF IR R , XERITIBRBARMEN sigmoid BRI tanh &%, £
PR R IETEXRA RS, BAckl , 2 FMtERTE sigmoid RS
¥, EREERITE tanh RS, BETEREAN 7L, KPESHITE.



A.1 sigmoideR%
sigmoid R AT A T aR0R ¢

1
=
v 1 +exp(—x)

(A1)

SR, 3 (A1) TR EINE A-1 FT7R.

I —.r exp(—x) I+exp(—x) 14+exp{—x)
* exp - /

A-1 Sigmoid ERiTERE

B AT TR BRI B exp BB, exp WARHT Y = exp(r) ggit
g ET Y T T, I, ROMERTER , kE—RAE IR EEE.
HIE 1

_1
R Y T T, RS TR ¢
9

)y | | 5 o

HT (A2) , ERMIEHENS , XT_EHFrIBE R -y’ (Em &Rt FARR) | BiEs
0N, GNE A2 TR,

T — exp(—x) | +expl —x) Y
% exp + '

oL oL

W
dy oy

A2 REfSHNSER 1
5% 2
e A BRGNS it B A3 TR,



£T — I expl—mx) 1+exp(—x) Y
4 exp + I ! e

B A-3 RE{EENDSER 2
B3
exp s ¥ = explr) | mpemTTATRER

)
rl_y = explr) (A.3)
d

ETEET | 3L E RN ERESERSHE (tahh P (—2)) | mepa T (&
A4) .

r —T expl—x) l4expl—x) y
® exp “+ '

MA4 RAEHOSH 3
S 4
s RTINSO\ SRROE | KBTI -1 (H AS)

xIr —T expl =) 1 4expl =) y
_ X exp o F o !

= I i

B A-5 sigmoid BR¥ITEHE (RM{EHE)

fNEFTR |, Sigmoid ERTRURE A-5 it EEEHTRAEE. IWE A5 RERTH , RAEE
ar ., . aL 5

—y~“expl—r) —y~exp(—x)

%?%Edy  RAMERERA TSR, x4 Y AR — %

AN -



(L (L 1

2 ! ¢
—y expl—r) = — expl—r)
Ay Yy dy (1 + exp(—x))? PR
L 1 xp(—
_ f_ | | expl ,E]I (A4)
Ay 1 +expl—x) 1+ exp(—x)
AL . j
= —ull —
If:}y' -g-. -g.

A (A.4) KBTFET AN , {URIBIEAEBEAME |, SAATRUTE sigmoid BRI R a15i%. 4Rt
Fid |, sigmoid REETE E ] AE AL E A-6,

€T Y
o sigmoid o

A-6 sigmoid ER¥IIITEE

PAERZ sigmoid BRI SE . XEFERTERVTET sigmoid BR¥KSE. THXRE— T
(AR MR tanh ERERE SR,



A.2 tanh ¥
tanh AR AMBHIEY) (hyperbolic tangent) &% , TTRAAR (A.5) =& :

pf —p™ T

y = tanh(r) = ——— (A.D)

l"'l 1 t-.—.l'
dy
BAMBEFRENR (A5) K dr, B, XBEATENSHAR

fe)" fla)gle) = fla)g'(x)
glz) ) glx)?

(A.6)

Th

. IE.]'I {"fl..ij}j
= (A6) EAMEBOSHAR, HTEFIE w2 9(0) 20 L9 ) mr,w
F2) %z samian f(2),

AN KTHABIRE (e) , AILAATHE S TN EMSEL

et )
% =e (A7)
T
Je~ _
.} - _r"1_.l I:‘JL"'I
or

B A IR (A6), 2 (A7) Azt (A8) , tanh EMESHTLUAT TR :

¢ tanh(x) (ef +e ) eT +eT) — (et —e T)(ef —e )

dr (e* + e T)2

l‘_'r]

—I i I
. A _— L'l ]IIIL['I
—1-

(T + t,—.rjE
)

L (A.9)
— 1= le” —e - 1]
— { I:L"" e L-.—.I':| }

— 1 — tanh(x)?

Wk (A.9) BT , S MEBISHUAR | FRPARPHTIBMRIT | HATLSKH tanh B
s ERE L — U, RIEXAER | tanh EEREGTEETILHIRE A-7.



T y
SRR ) (| | PR

A-7 tanh RBHITEE
MLEFRE tanh RENSTHS TR, BITEITBIFHRFX |, BIEATHRET S,



A3 /N

DAL AR RIAMEATVER KR T S28. PR IARRER) A |, 1% ] ARIE AR RIAA)
BUEREEN I, A, IR, TRERIEHERBERNEAEMAE. MRS
B, ATRETE B A EMM AR (R O ARRE) . SERZ AN TIAMERAGIFE E
R AUEAMSROXAE | FERRRIEIER , BRMERIKFR , BRERTER , XA UNRES TR
fi%.



fisk B 11T WordNet

EARMRF , KRRz iT—F WordNet , kEFE—T WordNet REFEHAREKAIR". 5
A, XERSKIR AT IHOEE N XE SOAEBFTT iR, ATRAH TSI AR 4.,

%‘ MR RIS 4E WordNet F1 NLTK, (BHRIESLIENT) [M4]—B+EXT
NLTK FRERET |, BGBAEE T A% —T.



B.1 NLTK &3

&t Python FJA WordNet , aTPA{#F NLTK (Natural Language Toolkit , BAES A ET A
/) XA E, NLTK EHTBERESAIEM Python FE , HFPBEEFZ BRES IR KHIERE
hEE , PhamiatEdriE. RIEASHT. EEHEANE X 9.

WAERKNPRLE NLTK, REAZERSZ , XENANAER pip #1T7%E (AR
% EERERIBEESMERITER) .

BRYNLTK , BEMAIRHN TH—THRE,
$ pip install nltk

iifif%éy]NLTK MREMAERT (RRFELME) . ERRERE , SANLTK, DBHATER
B,

>>> import nltk
>>>

XE , 33 Python fi#R2% , A NLTK, 28R NLTK ZKIERS , WA EFT7R | REBIREME

N

=



B.2 {#f WordNet 345[ 37
T, BAKRKFREA—T WordNet, &%, M nltk.corpus 5 A wordnet 53k,

>>> from nltk.corpus import wordnet

R TR, KITABER — T8I car WESGA |, L2 8T, FKAVEE— T 817 car FEZ DA
AREIME X, AL, {# wordnet.synsets() Aik.

M 1€ WordNet 1 , G/ 5ia #3358 T £ 24 synset IR alfE+ . AT 152! car
KR SRR , REZEVAR wordnet.synset() Ak, XEF—mFEEE , #2588 car
(FNEAAFZ R —4F) BEZINEX. BESRR , RT9SE"RNE X5, EXE" (K
F) ERBHNEN. B, EREERNGAN , FE (AZANENF) FEEEBNE
X.

WAE , Ffi=5 A WordNet $548 car BOE] XA,

>>> wordnet.synsets('car')
[Synset('car.n.01"),
Synset('car.n.02"),
Synset('car.n.03"),
Synset('car.n.04"),
Synset('cable_car.n.01")]

XEHHT —ME S MTERNFIR , XRR car XMRINPENLT 5 HARME N (TAEkK
W, & 5 M ARMESGAE) .

BE—RFTEFENRE , LHANYRFHITEERNE car W drata)", & B-1 ok,
WordNet #{# AR BHRAIER#" VK 3 N nRfsE. than , “carn. 01" XM Frdlia &R /R car #
F1NBAHEN (&) .

car.n.01

B-1 WordNet FRIRERMAEIIX : n & noun (£iF) KEFE

M W BIAEE LS. WordNet & FAAREUIA N BIAK L & PR E XM
FERE N, EI, , —B5 T , 7 WordNet (1A EEA SIS T HIA LTI |, A2
Ehcar” , MEFERE "car.n.01"zkF "car.n. 02" XEEHIFR A,

T, KA RAIA carn. 01" X —ArgUATEE KR SGARK S X, Al , £/ wordnet . synset()
Ak, FEcarn.01"NFE SRR, B , SHXE SGRKEEA definition() ik,

>>> car = wordnet.synset('car.n.01") # [ESAfE

>>> car.definition()

'a motor vehicle with four wheels; usually propelled by an internal
combustion engine'’

SR EEN EAPHIERNA 4 MERIONHTE , EHE" carn. 017X AL
fE L. Bk XBEMI definition) MATERMRAMA (MIHHEMN) BRZER



.
BAEFKA IR 3RIRE — T carn. 01" XA AR EHARE SCRETF B ARSI, St , £/

lemma_names() AJA.

>>> car.lemma_names()
['car', 'auto', 'automobile', 'machine', 'motorcar']

Sk, (£ lemma_names () Ak , AIRURAGRISGARH A BIMATR. W EERZERATS ,
£ car XN (AR, £ carn.01" X HKEE) #F , A auto, automobile, machine
F1 motorcar X 4 MNEIRIIEE XA T [F A,



B.3 WordNet Fli7 Mg

TRk, HAWEA car MRFMLE , EF— FPEMAMBIREEN LR E TR, AL, 7T
£/ hypernym_paths() 777%. hypernym ERZEFFFREINHIR , ERE" LA,

>>> car.hypernym_paths()[0]

[Synset('entity.n.01'), Synset('physical_entity.n.01"'),
Synset('object.n.01'), Synset('whole.n.02'), Synset('artifact.n.01'),
Synset('instrumentality.n.03'), Synset('container.n.01'),
Synset('wheeled_vehicle.n.01'), Synset('self-propelled_vehicle.n.01"),
Synset('motor_vehicle.n.01"'), Synset('car.n.01")]

M EHERZERATH , car XA IR entity XABIFAL A , £33 T “entity — physical_entity —
object — ... » motor_vehicle — car"X—%{2 (LtAbEB& T “PraliA)"Hbcc) . XBEEEKE—
T&ABIF , car B_E—FER motor vehicle (#13h%) , B L—ER self-propelled vehicle

(BEAEW) |, &84T LR object, entity Fih& 8, 7EMAL WordNet FIEIRMLKH | &
AN RRHACE A EE MR |, AT ER A,

M £ EERFIF |, car.hypernym_paths() REIFIFK , ZIIRITEPES T EEH
BIRMEE. AMTAZEIREFIERIE ? FA$R 2 [BREZR A BEFEES . B EmmIFF5kit
S s BR1A] entity EILR R BA9R) car B &KiK1R (ARBRIAIATRER B —&KIK1R)



B.4 ETF WordNet [IE S

AMBTATR , WordNet FiF% BIRRIERINGA (EXGA) HAM. Bob , $IA2 RME TIEY
Mﬁoﬁ%$ﬁ2@m%ﬂﬂwﬂuﬁﬁﬁﬁ§ﬁﬁ¢oﬁi,ﬁm%é—¢ﬁﬁiﬁ2ﬁmﬁ
IMERIBIF

SKEATA) 2 [BJABINE | ATRAMER path_similarity() 777X, XANFiER B 58182 BAIHEINE |,
HIREMER 0 ~ 1 AISRE (FEEK , MAEML) . IAEFRTSCRRIS K — T 5 2 [RIAAR IR .
F;%ﬁ%ﬂ*%ﬂ car (J8%) # novel (/jt) . dog (¥) . motorcycle (EEFEZ) Z[BIKIAR
.

>>> car = wordnet.synset('car.n.01")

>>> novel = wordnet.synset('novel.n.01")

>>> dog = wordnet.synset('dog.n.01")

>>> motorcycle = wordnet.synset('motorcycle.n.01")

>>> car.path_similarity(novel)
0.05555555555555555

>>> car.path_similarity(dog)
0.07692307692307693

>>> car.path_similarity(motorcycle)
0.3333333333333333

M EERLERTT4N , XFT 815 car , #i7 motorcycle WAMNERS , X E dog , AN
Ea3a) 2 novel, MMBILERIESRE , car #1 motorcycle ARABLIR K | EELILAhFIAN#i7) K1R
ZfE, XELERATPORREEL FRATHRE

BT REIK path_similarity() FIESFERENETE B-2 FURMBIRMK A IRIZITHE R
W Z [E AL

B2 ETHAMSNARBEHERANERMNE (BARTETEES 8T

& B-2 B/R T WordNet EF 0 BiAMLE (ERE T P R8IE) , WXER4% , car 0
motorcycle Z AL /ALK, KFrE , BAIEMEE (MESE) P/ 217 motor
vehicle 2 2HRM. PLIR car #1 dog ATRURIL , EAIAIEEIZFEEA) object &£ XT. B
PLEX car #1 novel AJAKEL , BRI ER LRSI entity LELHXT .
paj‘tﬁg_similarity() FIEE T XS ETE AR Z RMAINE , (EARFIF) HERBREEE
BREBE

BIXH | ERABIAML , ATROTERA AR RRAUE. TR AR ARG EIRE A
DA SR M BIRAEE X _ERRERS. MARIKAERAFE L, MIRA INAEMTTRIAES.



MX—RRE , RSGARETAGR (E#%) BT TITEYIEAR SRR S LRES.

@ [T path_similarity() Ai%kzZ%h , WordNet iR EE T JIANFSRNEMIVER A
7% (bban Leacock-Chodorow ##{UE. Wu-Palmer MIAES) . BNBHIEEES 2
WordNet f{] Web 4% [18].



ffisk C GRU

% 6 EFMNAT Gated RNN ) LSTM, LSTM 2— M EEEIFHE , BRENSHARZ , 1TH
FEMRKERE., Bk, DR Xt 7RSS AXEA LSTM 4 Gated RNN, XE |, F{INA
—T GRU (Gated Recurrent Unit , | Jis/EH#TT) Y2 X441 Gated RNN, GRU {283

;}?TM FRIMAES , BB T 2%, Ssm TIHENE. IE , FKIKE—T GRU HIERLE



C.1 GRU RO

LSTM MEREFEAIT , REIINAERRs e , SEIHRIGZR. GRU kA TiX—48
7%, At , LSTM #1 GRU FZEJINER , FTEXFIETENED , 0& C-1 FioR.

h h

Ly IM (GRU

C-1 LSTM #1 GRU Lk

W& C-1 7R , AB5FTF LSTM {# AR SFNCIZ 8 TP &4 , GRU R{E ARSI, IEiR—
T, X5 5 EZHS R E S RNN"KEO AR,

LJ LSTM BICIZBATTR LB 768 , SIEMEARRT R, LSTM MBS EICRICIZATT
&+, HETIEIZATRERITEIRERE. SR , GRU P ARFEICIZATTXHNESME
fifi,



C.2 GRURIEHE

WA , FME—T GRU BRI THITE., XERHFAFRR GRU P#THITE |, a5z
X;T\LE*]H%IEIQ Ao ITHEEMERES 6 i LSTM it BEEIFERN o M tanh FRLARTY

z = o(zW + b Wi 4 b)) (C.1)
r=o(@W + b W+ b)) (C.2)

h = tanh(x, W, + (r @ hy_{ )W), + b) (C.3)
hi=(1—-2)0h 1 +z0h (C.4)

GRUFEPJ‘i:FﬁEﬂiJr%iEEJ:i& ANRFFOR (BT f 1 gmRamE) | MR EERE
C-2 7.

h.,f

hi 1 . hy

r z h

a o tanh

C-2 GRU MitHHE : o WM tanh TRALANE , WRABHTHHTR (“1-FTR
WAr ,BHl —x)

W& C-2 7R , GRU IZACIZETT , RE—/MEEIRE h 7E8f8) 7w 5%, XEFER vz
HEANT (LSTMAER 3N) , r#Areset [, z #A update |7,

r (reset|]) REALZL KFEE L 2B T RMIGRRE. RIEX (C3), R r 20, NWHKIE

RS b EURTHA T, Wi , AT XS T2 WA,

i update I‘"J_I%E%ﬁ[i%ﬁ%’smﬂ , EWNET LSTM K forget [ 7#0 input [TB/MaR. X (C.4)

g (1 — 2) © Pt 50335 forget [ TB0BNEE, ARIBXAMTE , WS EAUISRERSPBIREZ
BEEEE. = O hgESRY input | TTIAE , STEHBAE EHHTIAL,



4Rk, GRU 2®T LSTM 224 , 5 LSTM A8LE , TSN E AN S$. X2, FKIIA
1T GRU BRSIN , BESTE common/time_layers.py F , ENMBHIEHETUSE—TF,

LJ B4, FRX(ERA LSTM F1 GRU = — Mg » Ba3CHk [32] M3C8K [33] 7140
RIEAEREF MBS ERE , R REAR., EREKPIFTT , LSTM (RLE LSTM [K3E
1K) WAEMEM , M GRUKWASWAETED 5. HA GRU KBS, WWHEE/N, FTA
FAEE A TEESBR/N, BTHREFRERESERHNITR.
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