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e LR, NTRRE (AD) — BB BAR BRI HSTEE, PLEReE] L RS
FUN T B4R BUEE AT R A Sy, T ik 26 S0 0 & 8 TAER AR R . FRATAY ARk
PR I A R REM AL . AR MR T, X —ARR A ARl e Y s nT A A 42
H IR R S FEH, AW AR o b, KER &b ih shal i ALas Ao T8 fe ik
( Al agent )RSERL . XF T AR B S AT AIBLAS 2= > MOl & ki, BB A2 REDE M= rh b 5
T 2 5 B KA A T A o & B R 1 B A R R . TRATTA AR S KRS, imi AR ml DA AE Herp
RAEFRWMEIER : RREARE, BB AN TR EEZ — IBARANTE kAT
G, B HATR IR, WEE CRBUS TRet fEy A ZE T 5 FORRATEMAT
A7 BRI {57

REN AT NTHRAE . WLanA] DR 22 S B 5

1.1 ANIEgE. HSZFEIE5REFES]

B, TERBNTRBER, A ZEUHE OTHe e, (FARANTERE. Plased
] (W 1-1) 7 X = F Z A AR




111 ANILEEe

N T REMEA: T 20 20 50 4R, YBFT AR E X — B 24 U 0 BB IR I R4 i SE )
IHEAUR G %" 2 RIS RIEFREX —RIBRESRE. N TR BRMWEEEXNT.: 8
NEFEEBRALTERNENESENMN. Fit, N TEREE— LA HEMmAUR, NMUFEHLE
) GRS, EFEE AW R BN, R0 E PR SRR R S R UK
oGS BRG], JFANJE THLER2E 2] o FEAS KB N, P2 L 501E, RERT kS
L85 A% Z2 i BB AR DU St Zb BRNTE, i nT DS S5 A RACE A Y N TR e X — 7 iR
HESEXANTEHE (symbolic AI), M 20 HHE22 50 4EACF] 80 4E/CA R A TR AEM E LR,
1E 20 H42 80 AU E R RS (expert system ) 1, X — i (UME IR E] T Tl

BARATS N TS A& HOR U TR 2 4R 8, T an N ERR AL, HEXERS
0 IR A R R i e T A 2 . BIRIRYRIRE, AN RS RS RS F B, TR
TR BRI S E N TR RE, XOEHLEEF S (machine learning ),

1.1.2 #HHFF

TEYEZ PRS2, 3K - I8 ISR B R AR AR 7 - L Ar A G 1, Ja
HHRY T 4L (Analytical Engine ), RV — &l HIIHLREGTAAHL. SR HIILX — 5 S
AL, JFHA ST, (HEAE 19 el =P AEAUa it ORI F B T3 A L,
oS i “EHITR” X—#& . BRI AUE M P USRS X A ek i L 2k
WE AL, WA bl 1843 4F, HRik - IS B R AU L BIHEIE : o>
PrLRA ERERIE A ARV B HAESE A T & BT - B ISR B 3RAT 25
SPFATE Mg

WS, AN TR RESCIRE 2 - (B RAEH: 1950 4F A R A BUARMUE L rig e THRpLaR A
" © b ST RRMEEIRE RO WIS AR AR R R AR SR AR T
R H IS N TR BT S EZEM S (E5A%RIE - W ISEWA R R MR, [BR ik
B TR EE—A R AR R RE 2 ) SRR R ALHE R e,

PLES T RSOk B T R AR XTI S, BT A6 & B LAy
" ZHh, BRET AR E I PATREE S BITE? IHEHRERIEFRATRIZ —157 WRA R
7 5OR D2 S BB AL SRR, TSR ALAE 7 i R A Bl 2k SR 2

PR BYIXA RS T — R g ReiE sl iR Pt (RIATS £ XN T RERTE
A b, AT RSERIN (R )RR ARG X S N A7 b BE AR, R Gekan i i) R 58
(UL 1-2)0 FHPLES T, AN A BB A SE R h U B R 4 52, R Gk i r 2
AU X SE R Bt TR T8 s, R AL A A R

(D TURING A M. Computing machinery and intelligence [J]. Mind, 1950,59(236): 433-460.
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- SRR

M

o

Bl — .
. HLEs2:>] A

K12 BLEsd . —FiB e st

PR~ RGUENGREREY, AW HIRR P2 5 ORI K SRR S5 MR 2
AP ANLE 7RG, ERTEX RGBS A, i AR BHNLRAE 55 A 3k,
AT, AR BB R A RS, OF B B X TS5 A shfk, AR A4RaT LURF 2 AT AT
U IR AL SR 2T REE, RGUK A ooB IR R S RPE R IR R AE— A G

FIRBLERSE I TE 20 TH28 90 ARAUA TH RSN A e, (HE s oy A T4 At fe 2 vcall H Az bl
IR ST X — K SRR BN ok T PR A B 1R TR AR . Ly ) 5 RS
TRV, (B B EE T A A E AT Eees, Mg d 25 T i e
REVEHESE (G & 80m 7 sk EH R R Eda g, Bk IR L& EOTMER ), SISt
Br CHEn Um0 4r ) R Ad B AR S R A SEBr i . Ik, Bldsse] (UHERES )
IR R R e (ATRERAD T ), JFHEVTR N R Xt — 72 P
R, AUEE ZHUESESCEORIEY], AR S BEHES

1.1.3 MEIBEHRZEIRT

RT R E S S SO AR 2 2] 5 AL 2 ik DO, FRATT i e/ 2
TR ) B AE AT 40 e, e UNEE R RG], PLEss 8 ok T T—
BARA IR S RN . PRI, FRATFFZELUT =R R TR F T o
O MABIES. B, FROESIEEE N, B A SR T B2 iC S AT is R 7
SO AERRBIAE S5 2 R RIS bR, IR A S84l o AT B2 IR

O FERM AR, X TIE S USSR Ul ISR B AT R 2 AT S 75 2 SO R 38 A 1
BSCAS . XFFEMGARCE Sk ul, WU T RER 7 M Z2RE%.

Q HEEEAMRFHRNGE. XM oe Rk TR S i b -5 o s i 2200
st 25— P USSR Ak 0 TAE = XA PR R R A= 3] .

Pl ST A HRDR g AR A2 o A i i, O — S DN RS fan A RN s 4o rh k4 7
“EE)T PR, UL, BRI FIREE A S RO B T A B X TR R, Hnihiul, 7
Fof ) b N A HFR7R (representation ) TR 2 AT DAL s s e it s s . AEE—
Aoz, FAIFELMZE M. fFARFRR? XS OET UL —FORE 7
KA B L (BVRAELHE SO £ e 4mB5 ). Blan, #EEHMLT LIS RGB (41 - 4% — ¥ ) %
Al HSV (Al — 1A — B ) #5820, XRXTAH RS A E R o FEAL PRI ST 55 15)
il SRR RS T RE AR FIME, (A3 5 — MR SR A ., 280, X “BEREEG




L1 ATHE MEFILEESFSI 5
PELT GG KM, M RGB A LI, THT B v| e e
(PRI S, SV AR ML L3 ST o
Ay A KO i 2R —— R, O o ¢
TS (USRS ). 0° o0
FA DA B — 2, % il y BURIFERC (x, ) R 00 o4
T AR RN — 2L L, AL 1-3 R o
AL, FE A SRS R TR IR S x

ANE, AR (x, y), BURESAIWIX AN USRI IET B 13 SRR
o, FERXAM

Q AR S A

Q T S R

O M BRSO IR — R o2, BRI I E A

X RATT B RSP BRI RIS B WA FEAIRE, X
B R RS, WA 1-4 PR,

(1) R aa% AR (2) AL brAs (3) B BdR R~
y
e o O
"o o o o
°® °
e 00le®e
O oo oXo)
00 0 e o O.‘ X
| o °
X

Fl 14 ARbRAs

FERXA AR ZR T, s B AR AR AT AEAE SR 0 — R R . XFRRRARER L R X Fl
BN, FH— 25 SRR o] DA IR PR / o 2RI “x>0 B2 R Bh “x<0 B2 A7
RN N TN O NI (2 R 7% e~ L1 1

FEXAFIFr, AT E LT AR, (B2, WRIRATZ R St 8 2= 4 AT Be Y
ABRARY, IERIERR 3 280 ST 5 A LA RS, IR ATRA MM R MLEs 4 o MLas#
SRR SRR, SRR RN B i R

FIrA LA 2= 2 R LS B 3 TR — B AR . XA AR AT DIARYEAT 55 Bl i Ak ol T in
AR, XECERAE AT e AT L 2 A AP A8 4, AT e R MO (ATRESIEINMGE R ) P .
JRLRPERRAE (Lol YRR x>0 A7), 445, HLERE 2] SR SRk AR 4t o 5 A T4
A, MR D) —Z e SR E, XA E/ERRIZZSIE (hypothesis space ).

BOF R ML 2= 2 W AR e S FERUSEE T REPEZS Rl R RS 5 1946 5 ok 5448
i ABAR A R R o XA AT R R AR AT DU A XS Z W BB AT 55, DIBEE OB A 22 B4R
REffER




6 %1% Ho2RESFT

SRS TSI @ S, TR — TR SR 2 AL
114 REFIZ “FE

TREE 27 2] JEMLAR 7 2 ) — o3 Sk B BRI v 2 ) R 1) — o ik, s i 22
B (layer) HiffAraE>), 3R SLJR XN THORBA B L FRR . “TREES )7 iy “TREE” 458
F FFAS 2 R X B 36 I AR MU B R 2 R B A, 248 — RANIE L RoR 2. B Al rh
WEZD)E, XEFABRIFRE (depth ), X —8U ) HAL A R EIGE S BERRES (layered
representations learning ) MERFRF ] (hierarchical representations learning ), FIACIRE %>
HEOTHE TR LA ESNFRRNS, XFRRIZEHE NGRS AT 0. S5t
ARSC, HABLAES 2 2] Ik i E s AR R AU ) — 2 B R, I B ik B =
3] ( shallow learning ).

TEREES 2] rh, XU R FOR JLP SR I /EEZE 4 (neural network ) AYBERISR 2% 2]
RN, ARG IERERS, M —ARiEk B Ty, SR, BREE
27 2] B SEAZ AR I PATTRT A it 1 B e H R BB 4 SRUBMTIE BLY) , (HIRFE 22 I AR @R
FRASE AR AT TEE 2 I R 27 2T WL 5 A QR B 2 > B e el T B AR ) o AR AT B £ 3 3] — 2
WATRE ISR, ERRIREE 2% > 9 T AR R 5 A (L sl SR AR I ) T A B A T sy
AR SEIFIR Q. X X — S T AR UL, QNSRRI 2 ) S B Y A AR G R,
AR AR, R A, RICATIM “SURFA TR R —+" R, s
P TR B ) SR 2 BRI &R . RN EH NS, IR R EE 2 %
INH— PR HESE

IREES I BEF RN FROR R AR RAPRE 122 (WK 1-5) nfarxi e EE
HEATA A, LA UG b 35 BT

FUZ 2R HE3IR F4AR

AR A

Sl
AN

/

Hi

ORI NBE W —O

B 1-5 TR 2B TR B 28 R 2%

QA 1-6 Bz, XA W24 B0 TR B 1 5 D R (R 2 S R R g 2, i e T
RELROVE BB . URAT LR IR BE M2 B AT 29005 B MRA . (5 R it g fyid
UEAy, ROk E (BIXHTSS i#5 BhEsk R ),

R TREE S T HARTE S 22 ) WA IR 2R Ttk . XA ERERfT ., (A SCUEn],
AR T AL AR EAT RS IBIRURE, K23 A BV SRR S8CR



AR
o
(Beekty)

A

OO0 IDNWN AW —O

Kl 1-6  BUFER BRI TR #oR

1.1.5 RA=KEEFEREZINITIERE

BUAEVRD Z A0, MU ST R A (PR ) West sl bR ( HLAnbRes i), ix—if
TR o LGV S A BT I S AR AT, R E 28 438 1ok — R 51 2L 8
st (J2) RSCBU R A F] EER ML, TR A e s 1 AR Bl I 5. R
TSR ELA T — T e 3 AR o] 4R 1

P22 4 P2 i A SICHR F 51 EL P BAEAAEAE R R E (weight) 1, FUAC TR —
R, RIEAE, RS R R S BUL (parameterize, L 17 ), KA
R AIZZHIB B (parameter ). TERXFIVEREF . 55 SRR 28 19056 1 AT J22 e 31— 21
B, (7% R REAS K 4515 B A 5 AR E B —— XD (LR T — ANV
AR TT AL AT T 28k, BRI 200 T B 7T Bl — T W T4, A5
BB BB S HAL I SR h

HAX

{

=

E ~

Bir: HKExLE B (Behn e 4t)
WERYIE HEENE !
=

CECyRAs #)

7
T
v

Bl 1-7 Mgl A E R SR




8 HI1F HaRARAFI

MG — 1Y), HATEMREINER T, MMM ryml, M ERee iz
B S Z M IE R R MM KRR (loss function ) MRS, X PREEIY B4R
R 3 (objective function ), 51 2 PRI i A2 0 2 FIUI{E 5 1052 HARE ( RIPR A B2 0 25 4 1 A
i), SRR AR, MRz N AEX s 0] EARCR IR (LA 1-8 ),

ALY
.
HE (Bt i)
1
=3
Bt
A FEREIR
Y’ Y

P 1-8 5k PR e ek 190 265 ) 48 SR 1) o
TR BE 27 ) B S AR 37 179 2 13X A BE B (A E R SR A 5 R SRR AR 7O, AR S R s
X R A E (UL 1-9 ) X FRIE T ALK RS (optimizer ) SRSERL, B T FHE A R E
f&£3& ( backpropagation ) 5.7, XSGR FH WO REE, F—E PSR Mg B S &R 1) T
W}E}ED

HAX

B
(Bt i)
'
=
(Bt

B 1-9 CHEFBIENE R 55 R IR 1 A
—FF IR X2 I 4% A BEMLIR A, DRI 4% RS T — RAIBENLAS e . HA 4551 A

R

R




1.1 AIE#R, MEFILEREF 9

SR ANPEARELAR 25 Fha, AR, PURMEWAR R . (EREH 4540 B R 0 OR Z , ALER
TEI IERRAY T 1 A 0, SRR XAUZINETESR (training loop ), KX FH{EHHE
SR Z B Y GBF XTI BTG, 1532 BCE(E AT DR s8R/, B
A/ MR ZS, H S B EUR AT REMZIT, XU IR RZE . FHOGRIE, X2
—MEERRIBLE], — B A R RAGHIL, K2 R R A RCR .

1.1.6 REFICZXESHHE

S
AR Je e ] — DA A Sk 0 3 S s, BAE 21 22/ HEAUEE ., 7ERES
FJUAER, B S T SoanPEak e, FER0un AT o6 S5 8 (] &3S 174 A HE B A BUR
T3 SE [l RT3 S AR, FEARBEREAEE AR L AEH B, (BRI DR AN — H R LAHE
DAY o

FER SR 12, TR ) U T LU 580, AT TRR LA~ I s b Al RIXE ) 5k -

Q ik NI RS 326

Q #238 NZEACE R8-SR

Q R NI T 5 S0 5%

Q BLFAHLAS B

Q HIF R SCARRITE e

O FerEphE, s HRIES ( Google Now ) FIIE hifh Alexa

Q F2r NKF1 A shs 3t

Q FHREE ML, Google. HEE. N ARFEMH

Q BAFA 58 R 2

Q BEfE MI2Z HT H AR1E 5 4 Y )

Q 7L AR

TAMPAEIRRIREE S 2 R 1 09 A . RATTC ST Wi FL0 H T HLER B AR [ SR 15 5 PR
ZAN AT, AR, SR EEMS TS, X T RE TR B IR B SRR S P B A
HATRIERESY . BT R A B

1.1.7 AEREEEE

FRARTREE 27 2] T AR IS 14 AN H AU, [H TR — U E A 47 [A] BR A U1
BT R R . BAR— S AR AL A N CLLan A s B 3R ) O Rl &, HEZH
N AT BEAE A B o] TSR MELLSEB,  ELAnmTE X 3E R G . IR BRI AR B E & i Les
B BB B ARTE = B . FRIT TCHA BAZAE IR B A SR FR)BA EEE (human-level
general intelligence ) MYTIE A Y M, eI RS SR K2, — BHEAR BIRA S, P
LRGN 251k, X S AR — B B) Yk e 21

XA 2 A at . AT R N TR e B SR, Bl R R B S e, MR B a =,
XFPPERR A AR IR, R 6 T 20 4D 60 AFEARIAT 5 3 LN T8 g, fERUIRYIRELAERL, A



10 F1F HRLEEFT]

TS T A N TR R AR . 530 - BITREAT 5 £ LN TR e AT 24 1 Je BRI S 4
FHZ—, A 1967 AFEFR: “TE—ARANMIIFE - AR SRR TR Rl =
AESE Y 1970 4, AR TSR E RN . e =B GERRLE, FRATEIA -5 B5A
AP RERIPLER " 76 2016 4F, X — HARE R T oriie, i B F A Jo ik w5 2
ZARBIE ARSI, (HAE 20 HH22 60 4FARFN 70 4EARK), —L L ARG — BAREERRR (1E
WA RIFZ NITICHRIIBEE ). JUEZ)G, W T Xl @ AR RS, BFFE N BRI 9% 4
P i A AT, X AR EE S IR AL EREE R (Al winter ) IS (X—UikR A “B4AKR”,
YRR I Z JEAAA ).

IR THBER G — 4K, 20 4 80 4EAR, —FpifIfF & XA THE—F
KEHEL (expert system ) FHRAER AR Z 2B, BRI LN ZRBI5 kT ik
W, PR R AR N TR BER T IR A B R RS0 1985 4FHI)E, &5 A X
WHAR L RAESHBT 10 /23870, HE] T 20 22 90 00, XL RGEILE 27 AR R =y, M
VI Je, JEERAREREA R, ATZE A L2680, TR T8 IR A TR LK,

FATATREIEAE WA TR REIPAE 51k A BB A5 = RGN, 10 ELFRAT M5 AL F4% B SR W A B
Bro Bl WS SR AR TRA T A R i R0 X — B AR ST KT A i N BB 2 3 TR
FES I Ret 4 . BRI 4.

1.1.8 AT ERERIARNK

BARFRATN N T GBI B AT BEA DTS Pr , (HIR A AT 2R . FRATA MIRITT
AR S I N TR Z B E AR, B2 Wi By B T, ik 2l R b IR~ ~) A A 4%
TSR S R TAER, N TRRERIR — B E LM RO B R, IXTEAR KRR B T
N TR R R s i B AR DL R B4, (EEN H ATy Ik, ik ek AR /D RENS T by i
TS IR . IR 27 T R Z BT MR 1 RAF RN, 20 R B B B4 T 400k
HRERS A DR (Y BT A AL L URAYG R AR R T HIRERIE BeA (TN TR BE . AR AE H R A3 Hhnl i
ASHBIANTARRE. 48R, VAT LU RET-HLER R LAY R U453 25 BEAY 112, dunl AR
Lhigh W EAFBIAR A I w4, b n] DIAES AT ( Google Photos ) Muil st “A=H”
I ZHRE) B AR ILAE HR MR . Sl R, XEERE A, (HiXLLT A )
SRV HR ARG AR . AN TR BRI i — DA A TR A . BB AL IR %L

IR, FRAMLPARMER S A TR e X 5™ A B R, N Bk A 8 2 M & N
F——IEM0 1995 4, FATRMERARSE IR RIFE AR 2 LR . 2SI, REBAEBA IR
IS AT AR, LR RO A ATk s T A% o S R AR EE 7 > TN T4 et
. (EARZREE: N TRBER R, fEANZRARK, NTEEBRSBON IR BIT, EERM
IRBIN A . B BRI, IR EE T, JFREIRIERR . B 2ok A1 X 3
RETTE FEIF AR A ik 3 B M, it RARS H i 200 R B M I A Z Mz
RN RS, N TR BER T IR R A RO (A2 S8y ) BT sem it e,
TS B NS BE A i i
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fEXA AR, AT RES L — iy, T RE BN TRREA R, ENHERM
TVAREE, 7E 1998—1999 4E4 ol BEAPAE, #EMi7E 21 et =, JHSE8E . H&
ML LR Bhr. AN TR BB 2Ok N BN FRA A28 H 8 A 06 i LFFF B i, = an s
RIGE IR —FE

ANEAF IR, (H—EBE R E S . AN TR e w2 — B A B &
PEHW S, X — LR R B MELIAR S, (H A TR RELG R0, & LI —Fhar i iy )y ke s
AT S
1.2 REZEIZAE: VFFEIESE

TR TS 8 TN TR RN S LT ARA A RSCHE R0, (AN 2dlas
SIS — ORI o v DAL, YR Tl BT B 48 R A BL A 2 ) BE AN SR IR 2
Bk WRBESF R —E R H D [ B IR T A RSA R REdE, WESIANEH; A
st FH A B33 AT DA B G b g e [l R, A SRR S — R M AL g > R IR B 2% 2], JIRAR AT g S
KT — W) BT, WA L ) WA RS IE “51 17 R TRl
AXANRIX, ME— )7 2l e AR AL 27 2] O e S S A At T S 2
KT 2 MALERF BT HE C B TARRIEE, EIRATE 2 Hix ey, I
G D 1 S, XEEFRATAT OB 4 S i AMLER 22 2T R TS o, IR0 g B A
FE 2 ) R IR A S R A 2 an e EE

J
R

1.21 WRER

BEEZHR (probabilistic modeling ) JEFE 7 [ FRAERHE /A H AU . B2 fe B il ge
A Z—, BAHUHE 2. Hrbieofi 2 AR 2 — SR AR DU

ANER D B — 2SI T 0 DU B SR AL g2 2] 25, AR AR A R T 2
S R MR B, BCE UL AR R, HAFRIERE T XA
AL AR EE R, AR — R AL (AR AT BB I E 20 22 50 448 ) A JLT4E
AR N TR T DU e SRS 22 il o] GBI R 18 el , R4 T XN
SERTLATFAA A AN R DU 432688 1

5 — A8 U A S RO AL logistic [B1Y3 (logistic regression, &j#% logreg ), ‘B R #IA N /&
BARHLE 2T B “hello world” . ANEHE A2 PR TR T logreg /& — M /r 20k, A
A5, SANE VL2, logreg A9 H B0 LU T SEHL AR K B[], {HL Pl & IO 18 5 S
AR L. X — R, BER e E 2 E e AR AN, DUMER) PG
TR 5%

1.2.2 BEHIHZMLE
T8 I 26 B R 34RO 1 O 28 S A AR TS BT A R IR O W BB, ARG BT 3RAT T
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RS IR, AR AATTRATE 20 tE2D 50 AR M M 28 AR Be Il H , Jfoer Hoaz .o B8
HATHFSE, HX— P IR EE TR R A AN . AR — B [y, — BB I 2R R b
ML AT X — S TE 20t 80 AR & AR T84k, B AR 22 A # A 7 b 5
T R AR ——— PR BR B T AR U Zh— RIS Uiz BRI 5k (AR5 25
HR K SEAE S i B E ), T IR LN T2 2

DUJR S5 2 F 1989 445 — YR T S8 1T 28 W 25 (1) S B, 24 B Yann LeCun #5451
P 4 0 SRS RO AR R AR ZE A, PN T TS a2k mE, Mg Esh
LeNet /4%, 7F 20 tt22 90 4FEACHE S EMPBCE R, T B Zhise s 3 AR e gahd

1.2.3 %%

AT PrIA R RS T A — R, I 20 22 90 AFARIF R AERF ST B R 2 B — e B
AL, AH—FBr LS 7 S A I A A4 B, AR AR f 2 R 28 It i fe o XA
e T 5% (kernel method ), #7ik&—H p KA, HihEA A HUE X FEIEN (SVM,
support vector machine ), f#X Vladimir Vapnik F1 Alexey Chervonenkis ff-7E 1963 4F 5 & % T 4%
ALt A 2 © H SVM IR A 2 Viadimir Vapnik 1 Corinna Cortes T 20 48 90 4E/t
WIEVURSC s 4R, IR R T 1995 4 @,

SVM 19 H b5 J2 38 3 78 & T P9 A [7] 28 51 A 19 41 50080 A 2 ] R 3 R A7 OR 3R 7 ((decision
boundary, LK 1-10) KPR, P AT LB AE— S HA s —A P, Kl 28kl
w4 F155E 2 e L1 it S DA 53 e 87 1 G i 3 e o S I L o2 [ [N VAR 2 s BV 18
WA

E1-10 R
SVM i1 ALk SR Pe R At
() BB i B —ASH i g RR , X i d i ] U —ASEAE DR SR (USR5 ditg
B 1-10 APFEE 4k, B4R —4 HLR ).

(D VAPNIK V, CHERVONENKIS A. A note on one class of perceptrons [J]. Automation and Remote Control, 1964, 25(1).
(@ VAPNIK V, CORTES C. Support-vector networks [J]. Machine Learning, 1995, 20(3): 273-297.



12 REFIXN: NBFIML 13

(2) Rt ik 5 R i i EE a5 2 ] B R S o KAk, T3 RS (43
EEm ), X—AEERRE®R KM ( maximizing the margin ), X AEPEHR 1 A AT LIAR &
e BN AR A Z SMETREAS

PR e 55 21 55 A R DT 40 2R I Tk, 3 —3 15 AT R A R AR ANEE , (HAF SE b
WOEXMELLTT R . X AT B 4% 3%I9 (kernel trick, A% 77 1E 2 RIX — %0 AR A5 44 ).
A TIARR . BB B R s 25 ] P 4R 31 R A PO  ETT,  ARAST5 BT 28 [B) b B
SRA AR, HFFEAE A B S X Z IR 2, R FH A% R 30 (kernel function ) 7] LAESRY
e BGX P . B PRBUE— D ETHE L REAS SCIL A4, K IR 2 8] v 0 A PR A S oA i
WS AE BbRdon 2 R RE S, SEasi e T XERT R i T B0 . R BGE H R N\ BEFR I
A& DS 22 2 ) ——XFF SVM Kidd,  HA 7R e 2= 21 15 2 1 .

SVM RIRI BRI, 76 R B 432800 - R T el i PERE . M g B4 2] ik
BRI ELS S, I HE G H TN EeE e, WS & THEEAERE, SVM gig
h2Z—. BT SVM HA g i tmT, R —BeitiE] e e e srh R s it .

0%, SVM RXEY R 2| KRR 4E, IF HAE UG 28 ]t T I RICR AN, SVM
S PP LR R A i, DR L HH TR, i e ST sh iR iU AT o (X
NVESFIETRE ), X—PBRARME, 1 HARE .

1.2.4 REWR. BEHARMNSEHERAN

R (decision tree ) JEIAL T HRFEEIAIZER, 1T LU iy A AT 70 IS R B 40 7 i
AT B COLIET 1-11 ). BRSFAN B0 nT AL A BEERAR MR 5. 76 21 ThedfirH4F, MBdlE
A TFRIRRARIT UGS RIS AR 2560 BT 2010 48, RS2 LT 2 20l

LPN e

el Sl Sl el

B 1-11 RS TSI WS EOE TR, 28467, [nEAT g2 .
B 2 M RBERT KT 3527

FEREHNL AR (random forest) Bk, EFIA T —Ffdet: H S HA PR SER 2% > ik, B
TV 2R, SRR e TR AR BUE R . BEATLARAMGE FH T A S A 1 [
X FARERZ ML AR5k Uk, BILT RO ARk ) Sl I HLAR A ) S R
Kaggle 7 2010 4F FZkJ5, BEMLARARIRGE SN V-G BT ERZ, B 2014 4 YRR THL
AT, SHEALARMIEEL, #BEEIRFHL (gradient boosting machine ) 1245 55 T AR A (38
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JEPRRT ) RN T BR . B TEERAGE, @I ok & ] fif ke
ZHTIRIA S e, NI AT LA 2 IR A 28R o B BE SR FHROR N H T o s iy, 753
AREAY SRR HLARAR A AL PR, (HAE4 K 2 HUH L N BCRES LU BN AR EE L . BT R B
HIAL IR BB A A Z — CARIARE A “Z—" W6 ). FIREES ) —#F, Bl
Kaggle &8 i i HEE AR Z —.

1.2.5 [E1E|#HLZ L

BIRP L T LF A B R e e 20, B — e A\TEARELIF R p e 4%, IFAE 2010
AT AR U RS0, . XS NG : 2182 K% Geoffrey Hinton H/N . SERFFIZR K221
Yoshua Bengio. #1Z)K2£1) Yann LeCun %119 IDSIA

2011 4F, >k A IDSIA ) Dan Ciresan F 1A I H] GPU I 2R TR B 1 28 190 45 i A2 AR M LR
SPETEFE, BOBRIACTREE 2 ) 55— IRAE LB R AT BT . H ECIE PG M 2 Hh BE 2012 4%,
M4 Hinton /NS T BRAE— R A9 KB B8 73 S PR AR € ImageNet., ImageNet $k % € 7F 24 Aif
VIRIXEEFR, STEETTEXS 140 Tk @S PR a2k, SRR IR 735 1000 AN [H]
2B, 2011 4, FRIEAGERIIE T2 NS 7 i, 1 top-5 Wi @ A 74.3%., 21T
2012 4F, 1 Alex Krizhevsky #7403 H Geoffrey Hinton $2t & 1K/, SEEL T 83.6% I top-5
K ——B R — TR, M, X TEPERAEAR IR S M T 5, BT 2015 4F,
IRMEE RS EEIR R T 96.4%, BEHT ImageNet 70 JAT 55 BN B —A> L 458 a1 [

H 2012 LK, REHEFIMZ ML (convnet ) TSN ITA THEHNWAT S S e, &
— I, AR BT S AR, TE 2015 AR 2016 AR FEEFENIMGE I E, LT
FITA VRS convnet G, SULFIRT, WREE2:JWAEVFZHADSS AR LSRN H, A
SRIB B ALER, BELERENHTESBURT SVM Sk, 280011, MMZ FoF5g
(CERN ) Z4Fk — ELl AL T ISR 14 05 R 2ok A R BYSR 7 X048l (LHC ) ATLAS R0 &%
BB 4 E, {0 CERN S8 ) 56 T Keras BYIREEAHZE 4%, B BYPERE R 47, 1 HLAE R
BAEE Lo Tk,

126 REFIFALE

REES ) R At i, R RRNAE T EAEAR Z A0 AR B e po v fe . (X IFA
JEME— IR o RIS ) iR A R B AR HOIN T B, UM R AE TR e 2 A Sh ik, X
ZEtlge ] TARR R h e B i — 20

JERTAIBLE B (RESE~T ) A SR i AR AL e 2] — B R =S ], Tl
M F SR, AN AR AR L1 (SVM) BT SR o ELX SR A H TC 1215 1) 52 A ] &t
Jirs B RR . HIE, AATTA 2005 S 4 g LEA0) i AR ST 5 X S D7 TR AR B, ot 20
TR SO R E . XM IET AR, S, SRE )8 x5k A shik.

@ top-5 KEEERIRAE —TRIEMR, ISR T AT 5 AR 615 EffbRE, BUATIIER . —— &k
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MR EE =~ , AR AT L — s S ARl R H & Tahiddt. X fe 17 Hlgs
ARG, R A 2 B B R — A 0 | S i Y R 2 T AR

TRATBEZ N, QPR B A TH 2 DSR2, IBARER BN 2Tk, ISk
BURITR P~ I R ARIRCR 7 AESeiert, UnRES N R R~ 07k, HOlaR 2 B J= 0 it
HFER, WHZEEREPRMANE—RTEATREERNEREPRANE—RTE. B
I WA T, BRI AT DATE [R)— I RIS ] S A RoR &=, A BRI RS (XK
NEEEE] ), SRR IR~ — ERORME A N TRARAE , BT HOBE T IR AE A LA
MEFRFH R F SR G, AN T8, — DR B — S 55 S R B . AT i g — Ak
SRR T B HARIR ST o IX N5k L S A B i JZ AR B i A, DR B AT LU A A
AR IEAIRZ AR A 0] (JF ) ke X8R, A v a] 25 (AU AT — 25 1] Y
f] BAZ

TRBE 25 2] WEAE Th A 72 2] B A A JEARAAE . 55—, IRIEHEREERY . BB AR Ak
ME R T, WPEXEHRHENRREREITES, B Zp0L i 2 FEN%EE -
TPRIEE, B2, XMW ] eRTAI LA > O7 i S .

1.2.7 HB[BFEIJIR

BT REALES S 2 B A T H IR, — A 2 F — T Kaggle L HLAR2= T SE 9%,
Kaggle b isa A5 iE) (AL LIEAET HSIE, IHRUE0A T 80m% 4 ), i H ik
T A FRRRIGHLER = [, DL et T — Rl SE 7 ok PE IR R 7 A 2. WRRh i T84
A2 W L REAS T 5 M i A5 S5 FEWE 7 TR S T ARl MR LL T HL2

FE 2016 4FH1 2017 4F, Kaggle I EEAPIKRIT L BAERAVMEE 2= . BAKNF, B
FESETHILA T Ab BREE M AL AR A Tr) 8, TR B = > WO T MG o 2R A [ml Rt At i — Aoy
RN JLT-EBE LTS B9 XGBoost 2, B [RIB SZ R B B A B AT I PRI iE  : Python Ml R,
i FH VR B 24 2] 1) Kaggle 2384 W Kk 248 Keras i, KAE S5 FEH, B ZiE, JFH
Python,

BRAEN A B LS = S TS R, RN AR AP AR . BREEEEFHL, HTVR2
e REEES), PRGN, AARERGL, RTZHE XGBoost Fl Keras, Ef1/&H
A F 5% Kaggle e8P R, B TR, RELmXAHIrEH T—KE.

1.3 Afta=REF3], Ata=IE

TREE 2% 2] TN P A O EARL, RIS R 28 I 28 I Il A5 4%, 7E 1989 4Rt &8
FAATAA, KA WEIZ (LSTM, long short-term memory ) 4475 I B 2 25 Ab $HL A a] 75 371 )
Fnl, TAE 1997 SEREE T AR T, W H R JLE R KA AR, I8 A AT A TR A ST
2012 SEZ S A T IR U 7 X T AHAERUAE T A AR R

SAARAL, = REAR Ty B AEHESN A HLas 7~ i




16 H1% HAXEREFI

Q A

Q Bl A At e

Q 5k E gkt

A FiX — e SR LI A R M AR HICTE T, rDL A A 38 B s A 24 n] H F 2418
PR (o R IR R K, S Rt 2 ant ), A g B st . Pl
IR s SR Mk T R R, B — T TR,

1E 20 tH2d 90 4FARAN 21 A0y 4F, BUEMIHSUE TR AEEE, (B7EX BRI A4 T
XS . B SR R, I AR T A TR R A T s rERE RS A

1.3.1 ®Wf

M 1990 4E£) 2010 4, JEE§] CPU MYEEEHE S 129 5000 £, UL, BAERT IR DA HL
Jili 132 A7/ INRIER R 2 SRR ELTE 25 AR FIR TCIE S

E2, XTI BSR4 SRR | R s ST e 2
TCAHL i BT RE i LA B S 7E 20 2 ET 4R L, NVIDIA f1 AMD %528 Al #5812
ETORTT LR KA AT R (RIEALERSS , GPU ), LU Ay ok bt B i MAT i xk 4 AL 15
TE R 4 SR R Y B — PR SO SEAL, T T R b Sy Ye & 2210 3D 75t
XSG MR TR T U4k, 2007 4E, NVIDIA #EH T CUDA, £ GPU RIIA4mFEsE 1,
Dit GPU FFIRTEA P & BE IR T AR N A B A B CPU SERE, I LR N FH T s A, IR
FEM A 2% EE 2/ NERER ALY, BRI, 2011 AERT)E, —SEFST N BT
TRSRE M2 %4 CUDA 5281, 1i Dan Ciresan” 1 Alex Krizhevsky” J& T45—Ht A

XEE, WK THF T AN TR BT R, AR, KSR MR
JFARY, 4K, NVIDIA TITAN X (—diFtk GPU, 75 2015 4EEEM 1000 2675 ) ] LS E 8
K5 6.6 TFLOPS AYIE(E, BIEEFMIUEST 6.6 TT{LIR float32 188, X Hb— & BRI AS HL I ()
R EARY 350 f%, FH—3 TITAN X &+, R LKA ALk JLAERT S ILSVRC 553§
) TmageNet B7 . 5 B[R, KA RIATEAL S EE A GPU RYAERE L UIZRERE 2= IR, cfp
R GPU &1 TR EE 2 S (TR IF &1, U NVIDIA Tesla K80, 4% BAt GPU,
PR RSO BE R AT RESE LAY

AN, A2 B 2T IR GPU, JFAH9E T H 35 L\ Ab Y S RGn Aok i T IR B 2
2], 2016 4F, Google fFHAFRE 1/0 K4 FE/R T kAR (TPU) HiH, B2 —MHe
W, IR HNERIEN TIB TR NS . a0l , BB L) GPU B ZER 10 £F,
[IRER: =3 N =i

(@D &0 “Flexible, high performance convolutional neural networks for image classification”, Tl T Proceedings of the
22nd International Joint Conference on Artificial Intelligence, 2011 4,

@ &I “ImageNet classification with deep convolutional neural networks”, TI#% T Advances in Neural Information Processing
Systems, 2012 455 25 i,



13 A4 REEFT, AHLRZIE 17

1.3.2 #iiE

N TR REA BFPR A8 0 Tl i o QAR GRBE 2 > SR X 7 S (Y 2805 I8 A B st e e
RIS BN REMLAS I AR, B R — V) ATl e, BB S, B Tk 2% 20 4F AR ERE R
BRI CEIFEE/RERE ), IR EOR AT HEIRMMAPSE, EMFRINREES 5k H Tl
KBV BARE AT AT, ansy, RARME I EUSEGRLE . AUEHE A A AR = EdR4E
TR B IR A TC S . BN, Flicke MG b P Az oy UG AR — B2 TN
HEEEE . YouTube fMI I — B F I . HESEE RIS H ARE 7 AL BRI SCHE 4R .

ASRAT — B S R R R 2 2 R AR S, B4 — 8 J& ImageNet ¥, BEH&
140 J7 5k EIM5, X SRR E 28 A TR0 1000 ARG 50 ( Fok RG220 ), (B
ImageNet [ERIE Z AAUAE FHEGE 2 K, AT 5T 2E ¥,

1E4n Kaggle [ 2010 4 LISk BT 7R AAIRAE , A TF 5 SEO2 W ah A 58 N 53 T AR Dk kit B 1)
W s o MR LA S e ke i [l S R bR 1 I TR B 2~ 119 2%

1.3.3 &%

B TR RNEE 2 Ah, R 20 AT AR A, FRATUIEA AT EE A O ik R U 2R TR
MMM, B, EEREARARE, AUE T —MNFoR 2, Josl B ks i )= s
L an SVM FIBEALARAR . OCHER BIE THl it Z 2 S e B RHE . FEE ZE0WHn, HTIIZm
LS I RS 2B WA K

X OLTE 2009—2010 4E 2240 LA 1784k, 2SI 0 1 LA fR] B H AR H 2 A 550 ik el i
AT DSBS A AL 4

Q HIFR 22 BEER# (activation function ).

Q WM EV B S R (weight-initialization scheme ), — JT- 4418 1 & J2 W 2 19 07 v,

ALk AR i T

Q FHHIH TR (optimization scheme ), H.UI RMSProp fl Adam.,

At mT A2 10 2 DL B AR, TREE 2% 2T A TG KR %

5, TE 2014 4F 2015 4FEF1 2016 4F, AMTARIL 7SS0 A B TR EEAGRE 1Y i, el
HEPRUEAL . FREEFANRE AT 3 26 SR, BATATRIMSLIF S INZE L T2

1.3.4 FTHUIZ B

BEH TR~ T 2012—2013 AE7ETHE NS SUSSO BT I iR LR, IR E I BT
55 AR LR, WA SIS EIE R T, 3% T RUEE L TR AL RSB HGE, tix
A TR REDT S 2 B AT BE

2011 4F, AETRIE 2 ) KRS Z A, A8 N T RETT T (Y XU B BUR 290 1900 J1 36 0E,

(D TmageNet KIS BRI FE (TLSVRC ),
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IR s TR Z P I IR SEBa i . B T 2014 4F, X—BUF B &Kk TR 3.94
fe5eT0, X =AE BN TR AL AR, IR 7 2T IS P A 5 IERIRE, Google
Facebook . FI & . WA KAVRHE A Rl A BT T T80, HamiR TR C 2
TR R B G . Hoh A DR B A Z TAR: 2013 4F, Google WUl TR~ I AL 2>
] DeepMind, RIEFRHIIGMHEA 5125670, 2L B N TR GEA "l s Ol s . 2014
AR, T RETEREA IR 8 TR # I Ehty, Wizt HARWE 3405670, 2016 4F, TREES: ] i1
k22 F Nervana Systems BSERHRIGNE , WW Hirtsia 4 /25T,

BLER=7T, FRBRIRE A, E O IRSE R B Sk ™ O R0 o 2015 4FK, Google 1
JEAATE Sundar Pichai s “HLaiar )X — HA 72 58 SR OHACRE (e (8 BeA T HH R 2% Al
ARG ROV OIS T A ™6, TR . 7 . YouTube it/ Google Play.
AT AL T IR B, (RN 27 BTN T RGeS L A7 > B TR A i e i,

H Tk P TR, R AR ) SR R B 2 T O L T KBV A, FFe it J s ik
BT ENRYIESE . FATBA SRR X RS A R N .

1.3.5 REZFIJHAXML

V2B FLE AR 22 ) S s, T 322 3K 8l P 3R 2 — 2 el i il A T AR 1 KAk
b FERM, MERRE ) T EHE C++ Ml CUDA, el A /DEAAREEIE, s, A
A EEANY Python AT BE, winT AN S PR EF 58, X F %4525 T Theano M fifi f5 1Y
TensorFlow BT %, LA K Keras 48 7 A i BIFE Y 2442 . Theano #11 TensorFlow & M-S 20
gk i2 B Python HEZR | R SZHr H alsR I, XM RHBFTAL T B R ) S B FE . Keras %5
FAR TR P el R 2 2] AR AR AR R R BRR —FE T B, Keeras 7E 2015 4FE9) &0, FF HAR P
BCA KA AA R WF5E A RIS N D3 57 1) 2 U 1 SR R B 2 T i 5 58 o

1.3.6 XM FFEED

TRIEZ A2 28 SR Al BRI TSN R 2y e BRIk, B TS SA el Z k7 e
UL, R E FURMELIR S BAE— I 20 SRR RA e S TE IR M 2 M 2% 7
W2 I A LA E R, IR T eSS N TR Ry, JEHRRREAT. 20 4F)5
FATAT BEA 2 R 2%, (B FATIRIS B i 9 T R0 Bk AT BRI 2 ) AL
WS XL E R AP KRB AT =26,
Q 8. REVIATERETR, ©RERN ., ARER ., TRERRM RIS
B S ) AT, X SR U B TSRS Rl R sk s 5
Q "I R R AW IE B 7E GPU B TPU IR, PRI T DAFE 3 TR R G o e
GRS I R i /N BE A T AR N, PR T RIAEAR RO/ N R 5 B Ay
ke (ME—RRBUE HRIFATIHERE S, Wik TEERERE, X — PRS2k )

@O &0 “Alphabet earnings call”, 20154510 4 22 H,



13 A4 REEFT, AHLRZIE 19

Q ZURESTER. SZATMFZHLEG I ITEAR, RIS TR K IRt T -
TERE s EBEA TSR, DR T S e gk o), k) ORI A P R AU T & AR
TR BEAh, RGP RO TR EE - I A n] T Hofl i ad, PR AT AR SR TG 2%
AT, AL — X BRI SR T UI G TR 2 ST AU T DAL B . X REFR
TR LA LART 9 TAR SR AR H 45 52 2 s R AR rh X AR e 2 ~J ] LA ]
TR/

RS IR R — HA 2 R, BADERA KR AR Al — A, el
FHT RGN TRERGHE, TR RTRRIR . fE— B a2 Jm, Bha A JR A e o 2
BE—45 ST : e — PG A SR , B BEE DT TS 5 52 B B B T 2 i 2 Tk
SRJFHE— 2 MG SUEWHG 2 . TREES2ITE 2017 SRR TAb TiX 5% S IR R BTE Ry, TEASK
IR 2RISR



FHEZ ) 2% B B B il

AEGRUTAS:

Q S 2 R 28 75 1

Q sk Hkisi

OO i o 2% Gl gk I e Al S T Wt AT 5 )

LHRIRE ], HEABMES T PRECAE: ki, sk oy, TR,
AEE J IS AR A BRSO VRIS O LM & 1 B8 o R, FRAT TR ol 5 1l i
5, PUOMBCART S Al RE S S WA AR = 1 SO SRR, T ELA i B TR R AN 4 % b 21

AREREE S N — DR B R ], S SRR EE T RS, RGBT 4
THICHE, XLEMEER TR SERE AT P R B B E R

BEOEARTER, VRN 25 1 TAR A — A B B, AR5 i i] LA > o 22 1o 45 1
SRR T CER 3 FTTAR ).

2.1 FhRHZEMLE

FATHRF— BRI Z ML R, 3 Python Y Keras A FEEFEHE. IR
Wit Keras siZRMUIAIE, AT RETCIE S 2 X 01 g BN 25 . L B ARTT IR 4ok
Keras, WRFR, F—RHAHEAMMARXAGFHRENEE, Wi, i d e b imam oAy
SERf R, SRS, WIEIRANERLG . TEIRATEIF R T .

AT BE R S, B FSRENKIERG (28 18K x2818F ) X413 10 1251
1 (0~9 ), FRATEHH MNIST Bdli4E, BRRALERF T S — G de, FDy s JLT-Fix
IS, T H B ATRAI . X EHEHEALE 60 000 FRIIZREIE A 10 000 5K
1%, W EEEZARMESEARIIFBE ( National Institute of Standards and Technology, Rl MNIST H
) NIST ) 7E 20 tt22 80 AR AEAF 2], JRATLLKE “fifth” MNIST MBI EERE 22T “Hello
World”, 1FE & B R B UER 0 B2 S s 7. YIRS PLER 2= T Nk E 5, SEH
MNIST — &K X —UH HH BLAE R A8 SC A SCE A, K] 2-1 451 T MNIST Sl iy —SekeA,



2.1 AiRAPE R % 21

KT HEFRZ R BA

EWEFI T, 2EEAF G EALMNEE (class ), KL EHE (sample). 3
/I\*éjix_j-ﬁéﬁ;‘ém‘l /ﬁ?*ﬁiﬁ ( label )o

EEEE

[# 2-1 MNIST $U 7 KRG REA

PRANTG BEIAE S AE T AL LB AT A 7o (B SRAR X A0 E, B ew B
Keras, %30 3.3 75,
MNIST £ 4E e inZR /e Keras P, HAPAHE 4 4~ Numpy 41 .

{RELE S 2-1  JINZk Keras H1%9 MNIST $d 4

from keras.datasets import mnist

(train_images, train_labels), (test_images, test_labels) = mnist.load_data()

train_images Ml train_labels A% T ilZE (training set ), FETRDIE M ik BB AT
222 SRIGTEMPEREE (test set, H test _images fll test labels ) XTI HEF TR,

EUG gt Numpy 2040, MibnZ 28], BUATEREY 0~9, EHERITRE——XTh .

APRE— T UL

>>> train_images.shape

(60000, 28, 28)

>>> len(train_labels)

60000

>>> train_labels

array ([5, 0, 4, ..., 5, 6, 8], dtype=uint8)

I -

>>> test_images.shape

(10000, 28, 28)

>>> len(test_labels)

10000

>>> test_labels

array ([7, 2, 1, ..., 4, 5, 6], dtype=uint8)

ETRMTAERBM T . BE, BISEIE (train_images fil train_labels) ¥ Aff
MY R, WL ) UG RIBR S IR TE — s e, M4 test_images Az pHli,
MRATHF I UK LEHN S test_labels AR E EIEEEO

RN TRAG ML, FRUl—i, PRI AT 2 FRAR X A 71 4 N 2 o
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REDER 22 WZKLEHY
from keras import models

from keras import layers

network = models.Sequential ()
network.add (layers.Dense (512, activation='relu', input_shape=(28 * 28,)))
network.add (layers.Dense (10, activation='softmax'))

P2 28 A% OALE R R (layer ), B2 —FEdiR b BB, VRVT LK & & BUE U L g 2% .
iR — s, BRI AR A . Bk, 2N ABdE PR IR R ——RAT
XA IR B T ATk IR, R B 2 2] #R N TR FR A 2 B Rk, DT S B 2 =X
T HHEZLIE (data distillation ), TREE2E I BIRUGUEEAR AL BRI, 15— ROk MokE 40 )
HAELuEss CHZ ).
RBP4 2 4> Dense 2, EAERELEE (WE£EE) WHLZE. H22 (b
BJG—)2) &—1 10 % softmax )2, ‘EKHR [EI—ANH 10 MERRIE (R 1) Ayl .
BAMERIE RS YR FRGE T 10 MR T E— N aHER .
TR LS, FRATET E LB RIFE (compile ) £IRIN =S50,
O SR # (loss function ) : P45 ANAA] i & AE U ZR45cdl Lk BE, BRI DO 2% 4n o] s 25 AE B 119
Ty ETiE

Q e (optimizer ) : FETFUNZREIE R 2K RECK BHT N 2% ML o

Q ANZFR IR EESITHIERR (metric ) : AF HOCOKEEE, BIIE#ZEH R4
H

J& SE L S TR R G sRBCRN L AL 25 BB D R a4 o

RELEE 2-3 bl

network.compile (optimizer="'rmsprop',
loss='categorical_crossentropy',
metrics=['accuracy'])

RN Z 1, FoA TR XG0 A7 WA B, 5 AR B ok R 25 BESR B9 I IR, 346 ik 2 BF
AEHAE (0, 11 X, i, ZRiilZEGRAFATE — uints BB EA h, HIBAR K
(60000, 28, 28), BYAXI[EIH [0, 2551, FATHERIHAH N —1> £1oat32 £, HE
RN (60000, 28 * 28), HUHILHE N 0~1,

RADES 2-4 i UG

train_images = train_images.reshape( (60000, 28 * 28))
train_images = train_images.astype('float32') / 255

test_images = test_images.reshape( (10000, 28 * 28))
test_images = test_images.astype('float32') / 255

AL ERARE AT I, 26 3 B o iX — DRI A%
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KGR 2-5 HEfRhng

from keras.utils import to_categorical

train_labels = to_categorical (train_labels)
test_labels = to_categorical (test_labels)

BAEFATMERIT IR UIGRI LS, 75 Keras X — 2 ld WHIRZE Y £1c J7 ARS8 i —
FAEINZESE L& (fit) B,

>>> network.fit (train_images, train_labels, epochs=5, batch_size=128)

Epoch 1/5

60000/60000 [=============================] - 9s - loss: 0.2524 - acc: 0.9273
Epoch 2/5

51328/60000 [=======================>..... ] - ETA: 1s - loss: 0.1035 - acc: 0.9692

It e R TN . — M EI GRS Friigk (loss), H—IEMEHE
B LR (acc ).

FATR P AE N Z8E FIEF T 0.989 (98.9% ) HUAE L, IAEFRATAG A — AR,
£ FIPERE

>>> test_loss, test_acc = network.evaluate(test_images, test_labels)
>>> print ('test_acc:', test_acc)
test_acc: 0.9785

ARG E D 97.8%,  HEUNZRAERG FEARA Do DINZoHs B2 RN 0RS B2 22 [] A 3 b 22 B2 53 4L
& Coverfit) iEMAY. S IERFEHLE - BT R B RO TEREAETE LUAE IR B 292, &
JE 3 B0

ST BIX RS T ARWINIE B 1 A AN — e R 2%, FIANE 20 £
Python fUHSX FH B P 70206, T —RES M G0 T i — P9, RIS
IR, BT ORIRE 2 Bk (A M2 BT REXT 5 ), kiR (JRM4LRER ) Fiks
JETRE (AT RALERIZE MINZRAEAS rR A7 2] Do

2.2 HEMEHHIERR

I T 9] 7 R BB A7 A 7E 22 4E Numpy Z0 4, tnfsk& (tensor ). — kUL, 4HIAT
A PLER2E ) RGN R AR A AR R 454 . R ik A SR 2, E 2R Google 1Y
TensorFlow #iLAE HKefin £ o IBAft- 2 &kt ?

X SR OET, EE-NMUEAS. EEENEE LT SRR, Hite
ERCFA A . IRVTREXT AR FEAR AR, Bt koK. SRR TR )T R,
sk 4EE (dimension ) 3% MAEH (axis) |

221 #xE (0D 3KE)

AL T — B R SRR AVEARE (scalar, WIMARERTKE: | F4Egkh | 0D 5K ). 7E Numpy
H, —4> float32 mf floated KB PR — MRk (sibrEdl ). /R I ndin &1
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SREFE—A Numpy K AOHIAS N, ek e 0 DMl (ndim == 0), REHMASECE I 4E
My (rank ), I EJE—1 Numpy Fri .

>>> import numpy as np
>>> X = np.array(12)
>>> X

array (12)

>>> x.ndim

0

222 [EE (IDKE)
By DS MR & (vector) s —4Eskia (1D 5kig ). —ZEgki A — Ml R

—> Numpy [ & .

>>> X = np.array([12, 3, 6, 14, 71)
>>> X

array ([12, 3, 6, 14, 71)

>>> x.ndim

1

XAMEA SATTER, PPk 5D mE. AAZ SD WM 5D skE SR 5D & H
A, WEMAE SAYEE, M SDKEA S (IWERIMTRAEIEEANGE ). #E
( dimensionality ) FJ LAFR/RTFE SN TR AN (Ein SD i ), ton] DigerR ik rh g4
B CLedn sD sk g ), XA RIS NEENREL, X Ta—FhEO, BRI ER Uik E 5 skE
(5K RN A%, {H 5D S E X MUk A9 5 75 T I .

2.2.3 EfE (2D 3k=)

o e ZH AR A ERERE (matrix ) B " 4ESKE (2D 5k ). FEFEA 2 N Gl iR T A
F)o ARAT LK R BV B O B R R R . T TR — 1 Numpy 4EF%

>>> x = np.array ([[5, 78, 2, 34, 0],
[6, 79, 3, 35, 17,
[7, 80, 4, 36, 211)

>>> x.ndim

2

S EROTERMAEST (row ), 2B Nl ERYICRMAES (column ), 7E F A5,
(5, 78, 2, 34, 0] J&xWHE—1T, (5, 6, 7] &H—F,

224 3DKEEESHKE

B2 A B — R, T LA R —A> 3D sikdm, R TT LUK B M B A A EC
RS TR . T & — Numpy B9 3D 5Kim .
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>>> x = np.array ([[[5, 78, 2, 34, 0],
[6, 79, 3, 35, 17,
[7, 80, 4, 36, 211,
[rs, 78, 2, 34, 01,
[6, 79, 3, 35, 17,
[7, 80, 4, 36, 211,
[rs, 78, 2, 34, 01,
[6, 79, 3, 35, 17,
[7, 80, 4, 36, 2111)

>>> x.ndim
3

LA 3D KB A M— L, TR —A 4D skiE, DIk, 2R ST A PR —
& 0D 2 4D ik, (HALBRAOUSEERT AT eS8 3] 5D sk,

225 XiERM

kR DR A ek E Mok e .

O AN (). Filan, 3D skEA 3 M, HFEA 2 4%, X 7E Numpy 55 Python JE
Y 5KE ) ndim,

Q Bk, XE—ABEOT, FRKEN AR RN (GTRAE). BN, [
FoRBIIER A (3, 5), 3D sKE/RGIMIERRA (3, 3, 5) . MEMERAGE 1
JUER, an (5,), mitrmAER A, B O,

O #IEHEE (1€ Python JEH I H W AE dtype )o XAEikEH AT S HIRAGIEH, Filln, 5K
HRMTT LR float32, uint8, floated &, EMDEUIHILT, RATHESIBR]FAF
(char) 5K, &, Numpy ( ARKEZHEIME ) hWAfFEFZRRKE, FOyKERF
HEET S B SL NAE B, A B I R T AR Y, Joik X R 74 o

FT BB, FRATEISLE— T MNIST i FH A B A5 . 1 5engk MNIST Hdiask .

from keras.datasets import mnist

(train_images, train_labels), (test_images, test_labels) = mnist.load_data()

ok, JMNGAHKE train_images BUHMATEL, B ndim @M.

>>> print (train_images.ndim)

3

TR ERIEAR

>>> print (train_images.shape)
(60000, 28, 28)

THEUEEREHERER, B deype JEME.

>>> print (train_images.dtype)
uint8

FFLL, X H train_images &— /1 8 AU AU 3D BkiE . EERUIMIUL, B 60 000
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AHEREA R, B 28 x 28 AN EEEA . BRI AR AR — IR K IR, TR
BB 0~255,

FATH Matplotlib [ ( Python brifEBl2E B —41 ) R /RiX > 3D skt e 4 M,
e 2-2 FiR.
REGER 2-6 B/ 4 ME

digit = train_images[4]

import matplotlib.pyplot as plt

plt.imshow(digit, cmap=plt.cm.binary)
plt.show()

10

Wt

20

5t

6 5 1E) 15 20 25

B 2-2 BAREHIEE 4 AR

2.2.6 £ Numpy HigEskE

TERTE 07, FRATEHEYE train_images[1] ERWTE S — M e,
Pk E e ZMESKE I H (tensor slicing ). FRATTRE —F Numpy $4 LRk R85,

T XA FEFEA 10~100 DN ECFE (CREFES 100 4> ), F B RN (90, 28,
28) MK

>>> my_slice = train_images([10:100]
>>> print (my_slice.shape)
(90, 28, 28)

EER T INEHXMEERNEE, Sl TR E BN RERERRTI MR ET],
P 5 SR 1 I v . 8
>>> my_slice = train_images[10:100, :, :] leﬂ?ﬁﬁﬁa’gw%

>>> my_slice.shape

(90, 28, 28) i

os my_slice - train_images[10:100, 0:28, 0:28] « | ERTFHIEGHT
>>> my_slice.shape

(90, 28, 28)
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—ORUL, AR LAY E B SRR AR ARG | Z W AT eE . N, ARAT IR A 4]
BT AEED 14 23R x 14 RZR A X

my_slice = train_images[:, 14:, 14:]

WA MRS, 5 Python FR M I TAEUER G 12, BFRIRS SETHIZ SR
PRAT AR R BT 14 12 x 14 R R IX I

my_slice = train_images[:, 7:-7, 7:-7]

227 HIEHERIHES

HE AU, BRI ) b A S ok AR — A (Ol ARSI 0 TFAR ) AR R AE ARG
(samples axis, AHIULIFEARLERE ), 78 MNIST W+, FEASHUEECFEIR

UEAh, TREE2E RN S [l B A B A B A, iR R e it B . BAOkE, T
[filj& MNIST £l 4 — it #tE R/ h 128,

batch = train_images[:128]
Wase b — Pt

batch = train_images[128:256]

SRJG A n LR

batch = train_images[128 * n:128 * (n + 1)]

XAt E sk, FH— 1 (0 %) MUAEHE=ES5E (batch axis ) iHtE4EE (batch dimension ).
TEMEFH Keras FIHAMPRE 22 R, IREZH BRI ARE,

2.2.8 MFAFRHEKE

FATHILRAE B 2R Bk BRN A8 dE T i . AR 2L BB LT B2 DU 2K
MZ—-
Q EEHHE: 2D ki, BIRH (samples, features),
Q BEFFIBHRSFFIEEE: 3D sk, BN (samples, timesteps, features).
Q Ef&. 4D k=, RN (samples, height, width, channels) B{ (samples, channels,
height, width),
Q M. 5D K, JEIRK (samples, frames, height, width, channels) % (samples,

frames, channels, height, width),

229 [EEHIE

PO ARG . X TR, RO A R Dy — A, PRI — Rt
LAY 2D sk (B EE AR ), RS — R AR AR, 5 T RS
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BAVRTE WA T

O ANOgilgdse, Hhaffa s AaEE . IRgmAA . B AT IFRR A 3 AME
B, AR S 100 000 A, FILATLIFEEAEIEAR A (100000, 3) 2D
LIS

O SCARSCRY R4, TRATHE A SO e m R B B ) 7E Ho B R B (P p
20 000 /™ UL HLIR] Do BEASSCRY AT LUK R A S0 A2 5 20 000 AME Y ) i ( AEAMEL R T
b RS PR ) B ER ), BB SR T 500 SRy, R AT DUAE R AETE R
(500, 20000) Tk,

2.2.10 BEFRFIEIEDS TR

G E] (P A ) X TR AR BB, N O A TR A IRk Y 3D sk
FEAFEA AT LA 5 0 — >y PP a1 (B 2D skde ), DRI — St i st g g % 29— 1> 3D 5K

i (LK 2-3),
o4

N J
g
IR 2P
K 2-3 WA SRR 4L 3D skt

HRYEIGG], BRI RZOREE 2 AN (R0 1 ). FRATRE LA+

O MK . B—ar8h, FROTIE SR YRR 10— 5380 0 B = ks T — 43
H AR AR PR T ok . LB B g it o —A> 3D )it A28 5 H kg iy — %
RN (390, 3) B 2D sKEE (—A325 HA 390 434 ), 1 250 K AR N A IR AFEAE—
MERHA (250, 390, 3) B9 3D sk, XA MEAZ — KIS

O ORI . FRATI BRSSO IS A 280 INFAFL L FA, AN FA4F 3Ok H T 128
DNFRFE TR . FERXFME LT, BT 0T DA dat K INA 128 1 kil ) i
( AEFEIRFF N MR G B BUE R 1, HALTRA R 0). IBAREAHE ST LA 4 i
RH—NTEARHK (280, 128) 2D sk, TWALE 100 J7 4 SCHYEEESE N v LIAFAg e —
AMEARA (1000000, 280, 128) MITKEH.

2211 E&R%E

PR BAT =GR W, SCEMBIERE. BARKERIE (L MNIST 27 K1g )
A —ABiaEiE, NIl RAEAE 2D skig b, (HeR RS, ek IR &R 3D skit, K
JEFUMR AR a8 A —4E. NI, WERIEER/N N 256 x 256, B4 128 5 KR K2 B p it
WATLMRAAE—IBAR R (128, 256, 256, 1) [ykikrr, 1 128 5K (UG L B4 1t )

BEA
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LR E— DM (128, 256, 256, 3) HIsKET (ULE 2-4),

&

Ptk ﬁ/f |

A

A

¥
TEJE

Pl 2-4  EEEAERA LY 4D ki CGRIELERTIVZYE )

FUZ ke AR R 2% . 1BIB7E/S ( channels-last ) HYZ)5E ( 7£ TensorFlow F ] ) F
IBIETERT (channels-first ) 2% ( ¥£ Theano H{#i F ). Google i) TensorFlow HL#% 2% > HE 4L A
ORI E ik J5: (samples, height, width, color_depth). ‘FItHI%, Theano
e AR R L S i i il 2 )5 (samples, color_depth, height, width). HIHRR
H] Theano 7, HiH I M2 %, (128, 1, 256, 256) Ml (128, 3, 256, 256),
Keras HE4L[R] I 2 HFik g =

2.2.12 WSAEGE

PRATES B 2 LS AR 36 75 2 21 SD sk /D BB 2R A 2 — . AT LA AE — R G,
B — il — sk A B . T WS ] URAFAE—EAR A (height, width, color_
depth) Wy 3D sk, KIt—FRFIWIAT LR AE —DIER N (frames, height, width,
color_depth) My 4D sk, MiAS[FHLATZL AL AHE S AT DAGRAEAE—AS SD ks, FORR N
(samples, frames, height, width, color_depth),

AT, —ALLEERD 4 WERFER) 60 2 YouTube MR H BE, RSN ;0 144 x 256, X4~
PUATELAT 240 T, 4 XA R Bedl b S ORAEAE R (4, 240, 144, 256, 3)
myski . B 106 168 320 AME! AR KRS EIRZEAY (deype ) J& float32, BMEARE
32 fir, MRAXA-HEIAT 405MB. 47K AREBLANE B B IR Z M 2, PR ENTARL
float32 kg=UAFEE, T HLAH BRI E4s, i MPEG 4%,

2.3 MEMKE AR : KEEHE

JITA TR e e 2R n] AT A o il A i —28 — 9z 3 (AND, OR, NOR %§),
5D, TR BE 22 25~ B ) BT A S et A mT LSRG R BB sk b — 23K BB B ( tensor
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operation ), AN Fakie . Fellik

IR EF 9, AL BN Dense ZRMEM L . Keras JZ A LHIUNT FiR .

keras.layers.Dense (512, activation='relu')

X /\)E_ILJI%@@~/I\U§"& B A—~ 2D sk, R ES—A> 2D ki, B ASK S A ET
FoR, BRI, XAREATT R (Hd w2 —1 2D ke, b, “HEEIZZEN
JE ).

output = relu(dot (W, input) + Db)
TAT BRI E . XEA A KEZE . WARERNKE w Z B SHEHE (dot ).
23 2D sk S b ZERINEZEE (+), ®E reluid®, relu(x) JEmax(x, 0),

AE BRAARTHARHLZX TEREREEKXX, REFERIEMHRFLAST, KL, T
EAEFH TS R RVE, 4R )R #4269 Python KA M RA K F F A2 R R A FME,
¥ B85 FAR . PTvARAT B 45 2435245 A Numpy K5,

231 BErEEE

relu B HMIMEAEZETE (element-wise ) Wiz, RIiziz Hpk 57 v FH 15k i b il 4
AICER, WEEN, XEEEAEREIE S RAMEI TN (A2, X—RiFERA T 1970—
1990 4[] E 2 A IR EF E LT LN ). WEIRVRAEXZE T HRIZ 405 il BL11% Python B, B4
AU for 5% . FHURISRXNEILER relu iz B A AL,

def naive_relu(x):

assert len(x.shape) == 2 <— x2— Numpy &9 2D K=

x = x.copy () <G— BRBERMAKE
for i in range(x.shapel[0]) :
for j in range(x.shapell]):
x[i, Jj] = max(x[i, j], 0)
return x

XTI R AR B SE BT ¥

def naive_add(x, y):
assert len(x.shape) ==
assert x.shape == y.shape

x v 2 Numpy B9 2D k=

x = x.copy ()

for 1 in range(x.shapel0]): B BE NS
for j in range(x.shape[l]):

x[i, J] += y[i, 3J]
return x

MRYERIRE 778, ART LASE LA E%E’J/jf:{f WAL
TESZ R H AL B Numpy (AL, 326z AR R DU IL 67 ) Numpy PN B PR, X 2L pREeR K

il
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1B BAT I R SRR AR BT F2F ( BLAS, basic linear algebra subprograms ) SEE{ ( 563%
B3, Nz — ). BLAS BRZWRM . ST T . many ik e # /By, 8% JH Fortran
5 C ORI

I, 7E Numpy HA] LT RGBT RisH, BEEARR DL

import numpy as np
Z =X +y <— FRITERFEM

7z = np.maximum(z, 0.) <— ZITER relu

232 I#&

b —"1 naive_add [ faj 5L S BAN ST HE P AT AR A [R) (4 2D 5K & AH . {ELFE R T A 249 1)
Dense JZ2H, TATE—A 2D skE 5 — D mIEMM,. WERERRAFE WK SN, Sk4
a7

HRTA B ARG, BN ER S48 (broadcast ), LAVCECE KK HIIEIR . | #Rtu
PR

(1) /NN CUAET 385 ), L naim SRR EAR

Q) BRI EFE S, fEHIEAR SRRk a A A

KE—NEARGE T, Ri% < WIBRSE (32, 10), v IIERE (10,). &G, ®M14 v
ﬁm SIS —Nl, XREy BIBARAE R (1, 10). BRIE, BT v IS ES 32 1k, XA

BRIk E Y BB (32, 10), HFH Y[i, :] == vy for i in range(0, 32). HTE,
&mmu%xﬂywm,ﬁﬁﬁmm%ﬁwmo

FESCPR SR AR P IR AR SRR 2D ki, PRORIIBRESCE B . A RS e R
RERAR), E RIS rh, TSA RN BEEH M R ER 10 kK, &
ARA ) SRR, T — i T B SE R

def naive_add_matrix_and_vector(x, v):

assert len(x.shape) == 2 <+— x 22— Numpy &9 2D K=
assert len(y.shape) == 1 <— v 22— Numpy E£
assert x.shapel[l] == y.shapel0]

X = x.copy () <— BEESMAKE

for 1 in range(x.shape[0]):
for j in range(x.shapell]):
x[i, 3] += yI[3]
return x
W%—A%%m%ﬁm (a, b, ... n, n+l, , B KEIERE (n, n+l,
. . IR H AT AR #ExTE MM%A%EZ@%LE?L% IR RS A B
?Maﬂnlm%
N XA AT 7R IC R B maxdmum i858 TR R )5k
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import numpy as np

x = np.random.random( (64, 3, 32, 10)) <+— x 2R A (64, 3, 32, 10) HIRENISKE
y = np.random.random( (32, 10)) <+— vy EFIKRA (32, 10) PRENIKE
z = np.maximum(x, y) <+— Wit z IR E (64, 3, 32, 10), 5x#HFE

233 q{’(iln\*/\

MAER, Whsk=EF (tensor product, NESFICEMFFSHE ), BHH WA HN
Kiia . SETRWIBEAR, R AKERITRGIE—E,

7E Numpy. Keras, Theano fl TensorFlow ', #FJ2H * SLHZ LK PR, TensorFlow Hi
SBUEH T AR BTER:, (B Numpy Fl Keras /7, #BJ&FHARER) dot 12 AT SIS FH

import numpy as np
z = np.dot (x, V)

Beerr s () FondBuss,

Z=X.y

WECE I BERR , RBUBTA 747 BATEE — T maE < My B, Hats
AT .
def naive_vector_dot (x, Vy):

assert len(x.shape) == 1 ‘ = =
x Num =
assert len(y.shape) == 1 Ay #72 Numpy o5

assert x.shapel[0] == y.shapel0]

z = 0.

for i in range(x.shape[0]) :
z += x[1] * y[i]

return z

W, WA B Z A A S B — i, i H R A TR A BT ) 1) 22 8] A B RS AL
%ﬁTUHeAﬁ% ﬁ*Aﬁiyﬁmﬁ,ﬁ@ﬁ%*ﬁmi,ﬁ*ﬁﬁﬁimyﬂx
BR—ATZ B S A S R .

import numpy as np

def naive_matrix_vector_dot (x, y): x 22— Numpy %6[%

assert len(x.shape) == 2
assert len(y.shape) == 1 <+— v 22— Numpy [E&
assert x.shape[l] == y.shapel[0] < xIE 1 %Ry 895 0 45K/ E]

z = np.zeros(x.shape[0])
for i in range(x.shapel[0]) :

for j in range(x.shapell]): RANEHERE—-IMEE 0 MEE,
z[i] += x[i, J1 * vI[j] HFIKE x.shape[0] $[F]

return z
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PRae T LU RS i BACRS , el LA AR — fi e B ) i i

def naive_matrix_vector_dot (x, v):

FRZIEIR A

z = np.zeros (x.shape[0])
for 1 in range(x.shapel[0]):
z[i] = naive_vector_dot(x[i, :], y)

return z

TR, WRWAKEPE — N ndin KF 1
dot (x, v) 3#5?3:dot (v, x)o

MR, SRR LIHET B BA R AR R WA R ?)E;EWET/\%E%ZIEUE’J&&C,
X\TTWV‘%EK?X%H% M HAYY x.shape[l] == y.shapel0 1/J\X‘TUXT 8Os,
(dot (%, vy) )o BRIMLERE—MEIRA (x.shapel0], y-shape ) BRERE, Hoo %ﬁx

TS v EI’WIJZIIﬂE’J'—b' o RSB o

def naive_matrix_dot(x, v):

» IRA dot BT FREXFRE, R,

Xy assert len(x.shape) == 2
= assert len(y.shape) == 2 ) ) R
== Numpy assert x.shape[l] == y.shape[0] <1—‘ = 58 1 4R v B95E 0 HEK/ LA
pidl

z = np.zeros((x.shapel[0], v.shapel[l])) <1—‘ XA EHIREE AR TIERE

for 1 in range(x.shapel0]): <+— WA x BB T

for j in range(y.shape[l]): <—— swreen RIEBHA ¥y Er B
row_x = x[1, :]

column_y = y[:, J]

z[1, j] = naive_vector_dot (row_x

, column_y)
return z

N TR T B SRR AR DTS, AT LIRS A5 Ayt sk fRUA] 2-5 HREEHES], AT AT
PUAAH B 2R o

e}

~
v .shape:
(b, <)
X Vv =z
b< vIy4ll
b
A
r
x.shape: z .shape:
(a, b) o (a, <)
a i
7 ”D Z[i, ]]
xPAT

& 2-5  EIfFFERE AR
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Kl 2-5, x, v Mz BAREIE R (DRI Do x BIFTA y BB/ IMHIA
I x ASEE—E ST v IR WRITRIT SR L aea ) 300k, nTRBZ W 2 M ] o

FE— et i, AR T IR S g A A s B UG AR BB AR VS BE A S5 AT 2D 5K AR [ Y
JE0

(a, b, ¢, d) . (d,) -> (a, b, ¢
(a, b, ¢, d) . (d, e) -> (a, b, ¢, e)
DI

234 KETK

A E A KB BRIk E T (tensor reshaping ), AR Aij I #4128 W 48 55 — A0 T 1)
Dense J= A HEIT, (BAEK EUREHR AT Z ML Z 11, FATFEMAL BT 2] TiXAME5

train_images = train_images.reshape( (60000, 28 * 28))

AR SRR A R R AT RS, AR B RIRIR . AR I sk A TR SNBSS RIIR
s AR o R T LAKS B R A AR R A

>>> x = np.array ([[0., 1.1,
[2., 3.1,
[4., 5.11)
>>> print (x.shape)
(3, 2)
>>> X = x.reshape((6, 1)
>>> X
array ([ [ 0.]
[ 1.]
[ 2.7,
[ 3.1,
[ 4.7,
[ 5.1])
>>> X = x.reshape((2, 3))
>>> X
array([[ 0., 1., 2.7,
[ 3., 4., 5.11)

S5 BB —FhERIR 0 sk B S SR 88 B (transposition ), X M MKEE B SR H8 04T FN91) T
fExri, 18 Rxr:, ilo

>>> x = np.zeros( (300, 20)) <— BIE—MIRA (300, 20) TR
>>> X = np.transpose (x)

>>> print (x.shape)

(20, 300)

2.3.5 REEHERJLITMHERE
3 RS S PR R i, HCOT 3 T LA AR R Ay LR LT 2 1 P g A, DAL A
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SR E E A LA R, 28T, TRARE I, 1 50ea X E— 1)

A = [0.5, 1]

TR\ BB — s (UL 2-6 )o H UL RS0 20K 1] o 4 22 iR 23X A A i A 3k
e 2-7 Bs.

A A

41 A w[05,1] +1 A w05, 1]
! !
Kl 2-6  —Hkzs[a] R —AN B 2-7 B i i — A L S — S

BB A—Au: B = [1, 0.25], KFESHTTA A M. MU ERE, A T
AR K R, PREIR AR P ) R R (UL 2-8 ),

A+B

B
1
|

»
»

&l 2-8 P Ta] a2 R ) L o] A
TERUL, PSSR e . ARICEEAR T U ERR AT IR ks S, 2, 2
— AT Y ER theta £, PRGBS — 2 x 2 JEFERUS BRI, XAMEM AR = [u, v], H
F1u v BSEEEE: u = [cos(theta), sin(theta)], v = [-sin(theta), cos(theta)],

2.3.6 REZIJBJLAERE

HITEYHS, MZRZE ek — R KB A, 10730k 28 7K s SR U g A K 1 LA
AR DR, PRI RS e 2 00 28% fifg o Ay o A 2 (8] AR A2 LA AL e, S Rl mT LA i 1
EAHL NP & ST

XET=GEELL, NI EEE GORRA IR . ERA PR —ka e, —iKiEa,
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P — R ARE 5 — 5K Lo SRR PR AR — A F i/ NBR o X148 0 U 9 ARkl R s A%
P, BETRAENT R T3 28 I i) — 2850 o R4 (BB ATATHL S 27 ST AR ) AR e R
FN0] DA ARER R B -3 1) A8 He , DT BE A PR LE AN BB AR 0] 43, B TRE 22, X — il e
AT DA =22 () — R G ) PR A AR Ol SE B, FL AR T T 48 X ARER IS A8 4, AR — A e,
Kl 2-9 FrR .

Kl 2-9 A ds e

IEARERWR A B L A2 ST RIS AR L 3T & O B RO 4R BT 1 2
BAEIRNIZRES AR Gr LB, A ATRIEE A ) RO — i R R 2B LA AR 0 28 73 il
N—RKHAFEA B, X5 NSRRI ARER TR U SRS B[R] o R 0 28% 14— J= AT i
ARG T — R —— PR MR A, AT AR SR i T e

2.4 MR “512” . ETHENML
LA, T — R RGR B, A AR T T A B 1

AR

output = relu(dot (W, input) + b)

TEXAFIAAT, w Al b &Rk, YWRHZZREE. ENECZZ0E (weight ) B¢
AIIZE 8 (trainable parameter ), 73 5I%f 1 kernel Ml bias J@M, X LA £ 5 R4 MULEL
WEBHEhFRER .

— IR, XA AR MR N BEHLE, X — 2 AEREML AN 8 4K (random initialization ),
Mok, W b #EFEFLAY, relu(dot (W, input) + b) HEASSEIULAAEHNFTR, BIK
RAN T EEA B, HE— S T — 2P MR ARYE S5 55 2 W 1 X A, 3X
BT B I AEIZR, WEb R TP aysE S .

iR B R AEAE— D UNGAEIR (training loop ) P, HEAKSFRAT , AZR— HHEE XL
LR,

(1) FHECNGFEAS =< R B A% v 4 gt &

(2) 1£ x FisfrMes [ X—A M EFTE1E#E (forward pass ) |, fS2IFIME v_pred,

(3) A ML AR HEE A L, F T v_pred My ZIHHIIEES

(4) EHLE BT A AL, i R AE X R b B S I AR B

T ZAT B LS AE DN 285008 B R %/, BIBUNE v_pred FITIHA H AR v Z [H] A9 FE B
T Do WL “2Ea” KR A RNER P BAr. E—F e —, (R AR L fF ik
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NEAWIR, IAAART 5
S AR AR, HEMA i (V0) MR, 55 DRSS =AU — Sk i

SRR, SR AR R, REAFIE XA RENORIE IGE RN, DL AR e L b

— R PR AR R T ZE S, DRFEMZ TP A E A, R IR riE R4, 2R R
HYEU . (BB REIHIIRIE R 0.3, X —HEBHRMGEAT IR 5, A X R T adgdhi sk
JE 0.5, WERIREXAS REEMCH 0.35 HEFHBITRI GRS, PRSI RE 0.6, (HATRIRKEE
XA ZEOR/NE] 0.25, R SW/NE] 0.4, FEXAMEF XS REOES 0.05 BIT-A B T
R IME . XTI R T RETEE RS X — i

AP PR IR E R, ORI RE (RBURZ, BEA L T4, ARERZA L
HAA) #HEE A RET AL AR Do — MR 4r i 77 2R 45 BT iz 530
JEAIfY (differentiable ) 93X —3550, THEIRANXT T ML REWEE (gradient ), SRJ5 IR
SO F G SN PN (19

WRRE 2 T R AT ROFIAS B X P ES, v DL ek ®) 2.4.3 35, WERA T, THEPI/NT
1 B TR BRAF X SEAE 2

241 H2A=2SH

B — A FELEEIT PREL £ (x) = v, BB BN A — A28 v, T B IEEERY,
x WUV AL HBE S 3 v BT/ NV A ——3X it 2 RN 22 0 LA RS . B < B R T — MR
N T epsilon_x, X5E v WEA TR/PMAYAAL, Bl epsilon_y:

f(x + epsilon_x) =y + epsilon_y

A, T RRECUEABRY (RIRBUM BT RAZIMAIE ), FEHA S p MHE, Wi epsilon x
SRR/, AT LK £ AT RER A a IOZMERREL, XA epsilon_y MR T a * epsilon_x:

f(x + epsilon_x) =y + a * epsilon_x

AR, HATE x RABHGE p i, X DNEIEE A AR

R 2 BiFR N £ 78 p SRS (derivative ), Q2R a S5, BEBT x 78 o s BT A i3/ 22
PR EC £ (x) BBl (AN 2-10 Firzs ) 5 A2k a J2IERY, R4 x B IVEIRR B E (x) 3R,
BEAh, e MZERHE (SRR ) FR R sl N R

ER A E Y SRR PR (L,

E2-10 £ 7F p A SH
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X AR T PR A £ ( (—T?ﬂﬂﬁf?%?ﬁ%“*TDi§¥1?E?” B, e L R AT ABIR S ),
ERAFAE—AFHOREL £ ( 4&><Eﬁﬂﬁ@ﬁ§fjﬁ:E%EI7E5Eﬁf%jﬁﬁﬁﬁtﬂiflﬂﬁ?+3§ B, cos (x)
FIFEUE -sin(x), £(x) = a * xWRERE £ (x) = a, F5H,

MR ZA x 2B —A/NAF epsilon_x, HE‘J%% £ (x) fw/Mb, JFHJE £ E’JTE'F%I
IS AT T . SEGERHR T < J5 £ (x) WA b, RARAE B/ £ (x) BIME,
T < WA RN RO MR slh—/INE

242 kECENSH: HE

HEE (gradient) JEIKFEIZFH AL BRSO —ME 20 BT EIIIHE . 20
Je ASKAR AT N i A B PR

A — AR <. — D W, — D HERR y FA— KR Toss. ARATRUA w it
FWIME v_pred, RJFHHIAIRA, SCEWHIE v_ored MIHAR v ZBIHHIE .

yv_pred = dot (W, x)
loss_value = loss(y_pred, vy)

NS AL > 1y PRAFAE, AR AK AT LIRS w S BI  (E Y pR AR

loss_value = f (W)

B w Y HTECSA wo .o £ 7F WO s S EUR— KR gradient (£) (wo) , JIBAR 'S wAH[H],
RAFRE gradient (£) (WO) [1, F1 FRBAEWO(L, 7] B loss_value LAY M IR/,
ki gradient (£) (WO) JERREL £ (W) = loss_value 7F WO YL,

ﬁﬁﬁa%ﬁiﬂ PAAR R PRER £ (x) BYFEOT LIRS £ IhEMRER, AR, gradient (f)

’@TU\EVE%K £(w) 7 wo B HZ (curvature ) 5K &

XTJE PR £ ( M\TULJiJ% ] R S B B — /N SR IDN £ (%) BIfE. (R
= XUL??K%E’JI‘ZI%I £(W) , YRULAT DIl b6 w5 7 M RS B ks £ (w) l:l:izn Wl =
W0 - step * gradient<f> (W0), Hi step &—ME/NYELEIR T, Wk vl, WraEh
BRI, EW FREAME DA ESEM. TR, HWHIHT step BT, HH
gradient (£) (W0) HJ& wo BT RrE R, AREE wo Kiz,

2.4.3 PENERE T

Y E— AR, S LT U IR BN E i IME . PREU fe MBS S ECh 0 195,
IR R BITA SHCh 0 B8, ARG T R P A 5 2 B /IME .

WX — Tk I A s S FHAR AT R e/ IN R R BSOS o7 1) T AT A CEEAE . nT LA
X FE gradient (£) (W) = 0K wRSEHX —Jrik. XA E N NEEN 2T,
Horp NERZE R RN N=2 8 N=3 B AT DIXHXORE R R SR A, R T SEBR ) il 22 I 25 S
ToeRme), WRISEHDNBEASDFILTA, MHEFA LTIHA

AR, AT LAE ] 2.4 35 TRk B A5 W DU . BT R e BEA LRI B BBk, —
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— X S BTN . T AR BRA R — A PTRR A, ARET DS B R, DT AR S
PV o WA RR B RO I HOFANEE , R RRRER S 2R h— i,

(1) FHEBNGREA < FIXTRL BAR v AL St i

(2) £ x LisfrM4s, SRIHE v_pred,

(3) T LK AE LR Lk, T v_pred My ZIHHIIEE]

@) THEBRAX TS EIRE [ — KR EE#E (backward pass) |

) BSEUTERIEN R T M S—S, bW -= step * gradient, MW XHEDE

AR R N

AR FRNIRIE AR A T2 VR N EBEHLEEE TFE (mini-batch stochastic gradient descent,
MHRA/MIEE: SGD ), ARiEREHL (stochastic ) JEF5RHILEHE A ZFEHAMITY ( stochastic J& random
TERRE BBl SR © ). T 2-11 251 T —4Erofis ot , M2 A — D380, I H A —NIZReA

st — K (step), HMI23]3% (learning rate)
A (0)

%%ﬁl{g
211 i —HEBUR A BB P (— T B0

WRFT AL, B ERE, 4 step WA pOEURARE 20 WERBUE /DN, WHTE
iR et ZARZ UGRAR, T EL AT BE 2B ARy Al ASRIRUECR R, WS A 2 J5
AR B E £ b 5e R RELAY O o

TERL, /Mt SGD FAR — MR RRUGE U FAEC—MEARR B bR, ARt
Bl . XWAEE SGD (A 5T/t E SGD ). i A Iy —Fhiid, A — UG U TE B B %
A7, XIEREE SGD. IXEEMAYIS, BUEUHERE AR, EI AU RS2 . X PR
Uit 2 ] R A 83T PP U AR B AR AR/

Pl 2- 11 3R 0 — A SR 18] v AR E T R, 7SI Bl v o 7 v s (] PP R T e
M ML) B — A E SRR 2 [ P I — > F 4R, M2 Pl BE L S 0T = BT
SHAERE O 1 AR AT S B DAIR, AR3d mT LUREBR BT Rt — 4k il i T AL
NP 2-12 iz o AEARAS T BERE Aol 22 R 2 ) SE BRI Zrad R T R4, PRAARIGIR IS AT LB 14
JrZORTATHLAL 1000 000 ZE=S ], PIHERAFICHE , 7EIXSEARAER R HIR Y B TR SE kA —E
SUEMERRRY . XA S b — BB IR ST WFFE Y R AR R

@© RFFABAA R PO AR CBENLET . —— R
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2

Pl 2-12 i “4EBUR IR EE T R (AT 22 T IS H0)

A, SGD i A7 Z RS AR, LXK HIAE T IR — U ST I A 2255 18 L — YRR T,
MIAFEAUN % SRR, e antii sh &Y SGD. Adagrad. RMSProp 545K, X BEAR AR FR
At 753% (optimization method ) BAKLEE (optimizer ), HAEhEMMES U HATSCE, BFE
VAR P A N . SR T SGD BN W SIGH B MR R /N B 2-13 5 T
FARAE R 28 SH R B I £k o

A

et |

25
B/,
|

\L/ sk

[ 2-13  JRifil /NS R 4 JRydse /N s,

WRET L, FERASBAERNE, A — A BRI = (local minimum ) : 7E3XA> s T,
ZERS AN A RS SR 2 S EUR R I U/ ) R A SGD ATk, AR ANkt e nT
RES AR/, SREOCER B 2Rk,

i P 7 75 T LR R R TR, X — 7 B RBOR IR T W B . A7 —Fiv B R AERR,
U AL FRAR G N — A/ DR G R AR IR T ok AR/ NERI SR RS, IBAEA S
RIEMRA L, A RBAe R/ i ERN SIS R R — DR g/ Nk, MUEEIEY
BRPRIRIE CYRTAYAELE ), B B 5 8 Y FTRHE (R A TZATRYINEEE ), XTSRRI 245,
OB S B w AMUETS SRR A, 162518 b — RIS RO, Hf s s
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past_velocity = 0.

momentum = 0.1 <+— TEHHHERTF
while loss > 0.01:  <— HE{KIEER

w, loss, gradient = get_current_parameters()

velocity = past_velocity * momentum - learning_rate * gradient
w = w + momentum * velocity - learning_rate * gradient
past_velocity = velocity

update_parameter (w)

244 #XKF: REEREE

TERTE AR, FRATBOS s AT ), DRIl DL S8 RSk, Mg M
BRI S LEEA—ERN K EEE, BN aBAE R, eS8 Fln, FmixAg
W4 £ AL 3 A kiEis® a. bl o, A 3 MBEMERE wl, w2 flws,

f(Wl, w2, W3) = a(Wl, b(W2, c(W3)))
FRYEAFL A H L, X Fh pREsE nT AR R X A SR R S, B EERGEN (chain
rule): (f(g(x)))' = f'(g(x)) * g'(x). KBaEATRWIN TR MG EENITE, 45

AR R [E115#E ( backpropagation, A B 14>, reverse-mode differentiation ), J
AEHE NI A A TG, MR TR VR R ez, R AR Sk R RS S B
A DTRR /N o

BAE DA AR RBAE, ANATTPRHl HRERE 1 T 5 S 14> ( symbolic differentiation ) FYERCHESL R
SCIARZE 2%, HL AN TensorFlow. WELEVL, 25— MEHaE, JHHOHENZEEM S, X
SEHESLAE AT DAAFHEE R MR T X AN s A R L R 8, R N SEUE U A (. X T
XCRERPREL, S AL st (T Ak R R P A0 B pR R, R TAF S RO it B, IRICATF-3h S R
MBI TL . UL, FRATASAEAATIR PRI B[R] RDRS oA T RO B 4K i Bk A RS
F57 PRAR RS TR0 BE A T e AR R

2.5 [EmE—MF

RERBER T AT RS —17, BAENOZX M2 28T 5 B R A T OREY 1. FeiTil sk
B— NI, AT T =5 25 2 4 N AR BT BRI A 15 v i g — B RS

A

(train_images, train_labels), (test_images, test_labels) = mnist.load_data()

train_images = train_images.reshape( (60000, 28 * 28))
train_images = train_images.astype('float32') / 255

test_images = test_images.reshape( (10000, 28 * 28))
test_images = test_images.astype('float32') / 255

BERBAAT, ARG ARIELE float32 #3H Numpy 5K &, JEAR 5908 (60000,
784) (YNZREHE ) F1 (10000, 784) (IREHE ).
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N IHRAG R4

network = models.Sequential ()
network.add (layers.Dense (512, activation='relu',6 input_shape=(28 * 28,)))
network.add (layers.Dense (10, activation='softmax'))

BAEARIIE T, XM E P Dense JZ, HIRHR AR AT —LLH AR R IZH,
XL AR S A s A SR EHRIZR YR, B R AE T 28T B A &R (knowledge ).
TN T P2 1 2

network.compile (optimizer="'rmsprop',
loss='categorical_crossentropy',
metrics=["'accuracy'])

MAEVRIIE T, categorical_crossentropy ;iR BREL, & H] T2 I AU E Tk ik (1Y S f5t
55, TEVIGRB BERLf E i /IMb o PRIBENE, W/ MRS S /N B LR BT B R S BE Y
FAEE TR BT RS — S5, B rmsprop k4.

e, FHEZZGIER

network.fit (train_images, train_labels, epochs=5, batch_size=128)

BAEARII eI £ ic AR TAR A MZITIRTEII R LAt (R Mt A0y
128 MREAS ), JLREAC 5 O [ AT A I R8s Bk AR — A E—1 %8R (epoch) |o 1EARIEI
AR, ML SRR TR OB, FRARR IO . SR )m, ML T T
2345 YRR HURT (F348 469 UC), LRI AT /1N, (A0 2% BEAS LAAR i 1R B2 X 3
R

BIHHFCA L, PREZ T TR 28R IR AR

RENGE
O 5 SURAEHE BB R, AL IR B RE ARG B FL Rk 56 Bt
/M.

Q 2E2J 3 FE . BEALE B & AR A S HARE R, IR R A T %S
BAOBREE . Bl SRE PZS S T B0 BE 0 RO T A RS RS 3l (RSl Pl 2 ) RA8 22 )

Q B i R Z i LLBERS SEIE, SRR s 2 4% e — R A ] A ik s B, DRI AT LA
IR S BB ST TSR AS 20 B PR, 33X PREICHE 24 T S 55001 2 i B A e e B oy — 4~
B (A

Q JRZ LR SLF BB CHANES . IREMIES. BB A M Z i1, RTEE
SR SGX

Q AL EAE Ut P b T B MR, I, RO RES i AT 55 75 T h ok

O Ak 832 (0 PGB0 B T B S8 BAR T2, el RMSProp tEAL#S . 4l sl (W BEALAES
JE R (SGD ) %%,
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AEEFEUTHE:

Q 2 ML RO 2

Q Keras {47

Q R T AR

QO ol FH o 28 DO 245 i B AR 11 4028 ) L5 [ ] ) i) S

AT A& LEARIT Ui FH Bl 28 I 48 O e S B ) R, AR 10— 25 U AR 2 2 T2 56— AR Bl
HEE B AR, RSB 2E B AN T T = AT I, 33— ) R0 o 5 4 2 D) 4% e DL 1) = ol
Y S 2R 225 nEURIR i ] H R R

REWG I A MG DAL rE, B2 MY BArREomiiess; Eamizig
Keras, &5 ZEA Y Python TR 22 2] R, ARICFE T TR BE % ) TAEMG, %<4 TensorFlow
Ml Keras, 31325 GPU  fieJim , FA PHEFH = A G375 TR A VAR Qe 57 FH o 226 D) 24 g RS B [ R
X AN TR 53 2

Q B PHe R I e S ( —4rn) )

O Kb e E 2 (2 53250mE )

O AR G b = B A S s R A% ([l a) )

SESEARTE RN RE RS (R PR 20 X 2% R TR B ML (DR, b An T i it 5000 1 024 ] R A [
AR, SR)G, VR RT DANEE 4 B PR iy LA 2% >0 B Eg TR . Bk i BR AR

3.1 HEMEEI

HTH LA, IR 4 32 2 MmSE LT A5 T
QE, ZMERAGHME (SHRE ),

Q WNBHRAALL ) B R,

Q WEREH, TR RIE S .

Q fiess, syl BT,
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PRAT ORI DU B R AT AL, Qi 3-1 Firs . 202 BRI — R4 T &%, i A %K
PG A BN . SRR pRECRE X LE TN (B H PR EAT U, A9BSR M6, T TR 45 i
DB FRUPZE SR A DC ORI o DA o T I 450 % R TR 100 2% A AN R

HBIAX
=
CHdAs )
v
=
CHCRAS 1)
v

Bk
BI3-1 Mg, =, Sk BRIt Z Il rg e R
BADRIE—LWTIZ . WG R PRI L% o

311 B: REZFIJIEMAH

TAVES 2 b A gad, MaMBEARBIRESWER . BE— e, K—1
WM AR — e 2 K, AR TORER, HREZHZE A REN,
HUZAIE ., B EFHBEIURL N 20— a2k, o & Mg i &R .

ANF K A 2 S AR R (B AL B AR T BN R B2 . ilan, a7 B ) s 4 Hs R A7 AE
AR N (samples, features) FJ2D sk, il HZEEIZEEE [ densely connected layer,
n£E#E (fully connected layer) 5258 E (dense layer ), XJJii T Keras [} Dense 2K | kb
B, FIVBIRIRAFIEIEIRN (samples, timesteps, features) Y 3D 3K&EHT, #H JHEIR
B (recurrent layer, Ul Keras ) LsT™ )2 ) RACHE, KWHGEE PRAFAE 4D sk, 8% FH 4
HFH)Z (Keras it Conv2D ) ALH,

PRO] LR ZBAEREE 2 S AR B FUR, Keras SFAE SR IUNKE X A Fomgy BRIk . 7F Keras H, #4
R B S AR A B AR M 2 E PR — R, DV ST A I R i e, X HEFR
A% (layer compatibility ) HAKFE K 28—)2 RS2 RE IR A K&, IFaR MR TR 1
sk, BE F XA

from keras import layers

. B rmbsrnEER

layer = layers.Dense (32, input_shape=(784,))
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TATOET —N 2, RS2 — e RN R 784 1) 2D ki (55 0 il fibim 4, HoK
INEEAEFEE, R EEIUE ) fE A . XA ERR Bl —A ki, S5 —AN2E B 1) /NS R
T 32,

I, XANEE R AEEE— 232 32 4Em i fE N AR Z . 1 Keras B, /RITCHLC
R, AP AN B A2 A shVCECH A JZ BIRAR, Bl T X B s .

from keras import models
from keras import layers

model = models.Sequential ()
model.add (layers.Dense (32, input_shape=(784,)))
model .add (layers.Dense(32))

Hp s 2 BAMAIEIR (input_shape ) WIZHL, M, BERLLAShES L AT RS
T LE—Er IR

3.1.2 #1#EA: EHIRKAIMLE

TR B 2 2 AR R R AT T TEIR ] o S5 UL e 2 e e S, B B — g A LS
A

HBEERAF S, VRS R E Z T BTN . — 205 WA 48 3R F NS R an T o

Q X437 (two-branch ) PI4%

Q £k (multihead ) %%

O Inception Fh

W& IR F SR 2 LT —MBRI&ZS 18] (hypothesis space ). /R AIREIAICIFEE 1 = HALgs 24>
FIE e “TETSEE AR T getE2s (B v, RIR US54 5 ok S35 A% s A R
PEE T MR, BEME K ATREM=E (Rigzsm) ReEh— R Fe Wik ®, i
ARG hr A . SR, VRTEEE i ek ia S A oK R B — A A S

TR TG 00 IR 28 QA0 BEAGUR — T TR MIAZ R 2, B — e AR Se gm0, (2 A5
TSI ERA BELE VR B R B A% A P 22 25 ZRAA T J T LE0KE ZBOR A S i 22 I R PR U], s
WRENT B0t BN TR ] SRS SR Aa A . WIREE AR TE R o

3.1.3 MERBEMUE: EEFIITENXE

— HfiE 1 AU, ARG B LT A ZEL

Q MEEH ( BARRE) — eI GRd #h ar 206 Ha/ME . BRERS T Y AT 55 2R E

Q RALRE——PRE Afal 56 T 2 s O I 28 BEAT 50T . B SRAT RO BENLEEE T [ (SGD)
AR A
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FUA Z2A 0 P22 26 AT R HAT 22450k pR A (R HE O I — 0 ek gl ). (R, BB
FE T B BRI T AR R, Uk, X T HA 2 MR B M, 5 280G B AT ik
PRECBCT, A8 R — M

VEREIEAA Y B A5 sREO e R AR 5 20 . NZ AT B R 08T igfME, I,
WA H AR BRSO 58 S RIATE 55 ANT8 A G, B A M 55 245 B 45 R vT B 2 A6 IR T
W, % —TF, FIH SGD Z—A~BER M LTI AREM N TR, 46— H AR sR 2L 8%
Fr A & PR SRR B R TR A OB TAE, XA A TR RE T RE SRR L4 K
ZHNFE, HEBIL I LET IV A2 PR3 2RI IE AN A2 N B2 . 3K A]
RIS RARAHE R ZE AL T, IR A BT A i 28 D 28 7 AT 2 pR BT R R g N T g
—HETCME . Bltl, — IR PR B AR ek, AR 2308 2 SRR B R RIEH]

SEIBIR, RS I P E TN AR LR, AR AT DA — R R e S R U SR 1R
PRIES R i, Fln, X op2smpdt, fRATRME H 5058 X (binary crossentropy ) i
B X T 252, A LU 2858 R ( categorical crossentropy ) #5128 BR&; X T [ATIH
[, ] LI 1R 2: ( mean-squared error ) i 2 pREL; X TR 812E ) [, w] DLFHBeSS 35
ifF4325 (CTC, connectionist temporal classification ) $51¢pR%L, 54, AT 7E A EIE 458y
SR MR, VRA T E A EF R Bbnekd. fEa LS, AT IR LA T4 Fh & WAT 55
I TR % RS

3.2 Keras &1t

AR AR ) 4R Keras 523, Keras &&—1~ Python BREE = S HEZE, 0] LIy M 2
MY L BT A 2 R AR EE 2 SR, Keras BT IR AAFGE N BT & By, HH A7E THk

Keras B DA EEAE,

Q HHRFE RS AT LIFE CPU BY GPU - IC8& Iz 1T,

Q HAH P AR AP, (TP T K PR 2 > B R A

O NEZRHERML (HTIFEIR ), JERML (HTRALE ) DR H LR

HE -
O CRAT MM . S A i gial | 2 BRAL S iU, Keras
RERSAA AT R UR B 22 I B, JEie e A R I 45 340 2w 22 R R AL

Keras JEF S0 MIT VFrlEE A, XGRS il LIAERDILI H h Rt i ] e . BS54 R
I Python #RHEZS (#Z 2017 4E4E, M Python 2.7 3 Python 3.6 #{HEZ ).

Keras ©LF7 200 000 24P, BRALFEAME 2 U RIR A R0 22 ARG GO TR, A dE
W78 AEFIL A Z % . Google, Netflix, Uber, CERN. Yelp, Square DA}z b Z A2 mIAR1E
H Keras ff P25 A4S FEM A8, Keras a8 LA 2 SE T8 M0k Kaggle AU THESE , OB IR
JE2E I TE e, JLT TR & FH I #0E Keras A28, WNIE 3-2 iR,
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—— TensorFlow

—— Keras

71172014 1/1/2015  7/1/2015 1/1/2016  7/1/2016 1/11/2017

P 3-2 AFEREESTHESE Google I BT B A ) A8 Ak a3

3.2.1 Keras. TensorFlow., Theano #1 CNTK

Keras J&— A2 (model-level ) FIJFE, I & UREE 2 I AR T 55 2 W A A
AR EEAE . RMERBRNEE,. MR, BT %0, SERIAR KRR
A TERIXEEIZ T, XK R Keras /SR 528 (backend engine ). Keras B4 HEFEHLAN K
PRI Keras SEELVS XA PEGRE, 12 DAL iy AL X A [l R ( DR 3-3 ), Mk, JL
ARV 5 S 5 | AR T LA TCS% i A3 Keras HP, HAT, Keras A =& uisEP: TensorFlow Ji i |
Theano J& i AHAR A T 24 (CNTK, Microsoft cognitive toolkit ) J&5¥i, Ak Keras Il HESY"
SRR SRR Z IR S S 5

[ CUDA / cuDNN } [ BLAS, Eigen }

—

GPU

(N
—

CPU

(N

Pl 3-3 PREESA T B RR A BE Ak

TensorFlow ., CNTK Fl Theano J& 445 TREE 2% 2] LA E 25 o Theano HSAFFI R K211
MILA 3255 % % , TensorFlow 1 Google 7%, CNTK %I & . ¥KH Keras 5 i % —BAL
AT AAE X = AN 5o FisdT, TTAEfME . Wgeul, RETF AR LIEWNA G b2
[EJCAE V), BCOEHRRA M. B, X FReers, A EmrsEEE g, IBAFRATE T
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LT )it 25 o FRATIHERES F TensorFlow J& v b R /IR BE 2 AT S5 i BRIN G i, PR E
I &z, AT, mEA T AR

i# 1+ TensorFlow ( &Y, Theano. CNTK ), Keras R] LIfE CPU Ml GPU [ Jo4%izfy, 7t CPU a1t
fif, TensorFlow A B4 T —MIZR 5K fia 5%, WUAE Eigen; 7F GPU Lizf7H}, TensorFlow
BT A E AL R TR 2 S5 8%, MAE NVIDIA CUDA YR Z 28 % ( cuDNN ),

3.22 f£H Keras 7% : #ik

RE L Wit —4> Keras B RG], w2 MNIST (965, MAIE) Keras TAEGARE RIS
RS

(1) &SGR - Fay A5k A H bRkt

(2) EURAMAIMLS (SAREY ), Frm AW 2 AR,

(3) BUE B PEFRIR B, DUILA AT BRI da s .

(4) VIBRY £ 1c IrETEl sl BTk .

FE SRR PR . —FJRfEH sequential 28 (MUHTEMLMERES, XL HATH
DLI 455848 ), 53 —FpE B #t API (functional APT, FHF)Z24LRLAA mIJCHAE, LEARTT LI
R B4 ).

B L, SO — I sequential Je@ LHYMERA (IR, FRAOTMZE—/ZEA T i
NBHE T BUHIAR ).

from keras import models

from keras import layers

model = models.Sequential ()
model .add (layers.Dense (32, activation='relu', input_shape=(784,)))
model.add(layers.Dense (10, activation='softmax'))

i PR A APL E AR
input_tensor = layers.Input (shape=(784,))

x = layers.Dense (32, activation='relu') (input_tensor)
output_tensor = layers.Dense (10, activation='softmax') (x)

model = models.Model (inputs=input_tensor, outputs=output_tensor)

FIH RN APL, R AT DR A S Bt ok i, IR 20 TiX Aok, mitaffRux sk
}%%@ﬁ“ﬁo

FE ST EHETRER AP iEmIsd . EIZAT, RAVGRATH] P R F] Sequential k.

— BUE U TR, (] sequential BEANIAE PRI APT LT R T 12 TR S
PRAR AR

BCE o7~ i BRI IX — 20, IR E A E B T A DL A g i ok s, LA Zrod
ARSI ROTE R . T D SR R 1] 1, LR F AR LAY
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from keras import optimizers

model .compile (optimizer=optimizers.RMSprop (lr=0.001),
loss="mse"',
metrics=['accuracy'])

e, SRR fie () PR AZE ) Numpy Z0gH (RG89 B AR SRS ) 1%
ABRARY X —fl 5 Scikit-Learn K EAMALE 7 > AL,

model.fit (input_tensor, target_tensor, batch_size=128, epochs=10)

TEFE FORBJLEE L, AROFs Sk 6 R i 15 % il AR A 050 . WA IS 28 ) o 205 ZAA 15 5 figp o
WIRAh SRR (R AL U] PR IE AR A9 2 ST C 7 AT ] A R B (L R AR B R 2Ry FRATTHS A
3.4~3.6 WU =AY, RIE T IPIEE 25 RRURIE] I Al

3.3 BIIREFITIEuh

TETFURTE KRR 2= I N Z 80, RFT BT 3 O IR 2= ) TAESS . BARIFARLa X LB
{HSRZEAVRTEBLC NVIDIA GPU B3R 908, FReepii 1], Rl AU 22 k) 45 1 14
G AL BERIE A PR ZE 25 P FIAL B, 76 CPU R AR #2212, B2 S 2 4% CPU 2t .
R & 0] LAFE CPU _LisfTRYTREE- I A, (AR GPU 3@ o ] LI R4 5 5 A%k 10 1%
WERARAAETT AL L4 GPU, i LI EAE AWS EC2 GPU L4k Google = F- 13 Lisf TR
FE2E TS (IR, BH—K, =i GPU SE6In e SRR EH & ot .

TCIBTEA M RAE = iis T, JIFAEFH UNIX TAES, . BSR M A 31560 LIYE Windows
i Keras ( Keras 1 =A™ 0l 52 4F Windows ), (HIRAITAEBGX A FEME S A Lt H
FAMTLAZLEET Ubuntu BHENLNE], WIERPRE: Windows FFT, Sl BRI DT 2820244 Ubuntu
WHRGE, XA RAKATREA SRR, (HMKZEKE, T Ubuntu #4523 AR £ B [E] R

R, i Keras T3 2423 TensorFlow. CNTK 8% Theano ( WRVRAEEBEMSTE =5 v 2 H]
Sk lml e, AT LLERE =), AR E A4 TensorFlow, JfH 24 43— F Theano, A&
M CNTK,

3.3.1 Jupyter £idAK: BITREF I EIERGE

Jupyter ZEICA RIS ATIRIE 2 2] LI EF Tk, FoilliE St A v 28R, &
Z T EAERLF AN Lgs 24 ) 4, 21828 (notebook ) 2 Jupyter Notebook i A= WA SCF, T
DATERYE 5 b gd o 2 n] AT Python AU 8 BAA 6 1SR Jw DI RE , v] IS #EA T 1R
LA IR AT LR IO A SE S A 5 3 S AT ph S AT AR, X (AR R B 2 B, T H AN
IS5 T ARG BRI R, RN A A T Y A R

FATHELE S Jupyter ZEi0 A K [ F Keras, BARXIFAZLTFAY, R AT LI 707 /Y
Python JiIAS, E#1E IDE ( LL4l PyCharm ) Hizf AU, A43 B AU s (AR LT IREIC A Y
e, RATAZEAS 5 M3 [ F 3% https://www.manning.com/books/deep-learning-with-python.
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3.3.2 i&1T Keras: FFERF

A S e P Al ] Keras, FRATHERELL T PP =,

Q #HE IR EC2 IR 2] Amazon REHUE (AMI), F£7E EC2 LA Jupyter ZEiC A J7
HA21T Keras 250 WERARIPAHTHENL LA GPU, RA IsEEEXfpor=C. B B 4
TR R o

Q 7EAH UNIX TAEuS Mk 223 SRIG VR A LLis 1A H Jupyter 2810 A B H B AY Python
RS PE . AR E YA T NVIDIA GPU, Al Ao s, Bt A 44 73k
T Ubuntu (AN L 245 -

BAPRIEAE — F X PIFP 7 s

3.3.3 HRWEBITREFIMES: MLMiRS

W AR 7T T IR E 221 19 GPU (R H7 1 = % NVIDIA GPU ), AR A%E = iz 11
TR 2 2] S — P ] BRI RAS (9 7, LR TS0 S SERE AR vl DA - SR ARl
Jupyter ZEi07, IBALE =imis T RK STEAMIZ 75 MR, #E 2017 R4, em s EF
RIS A7 5 2 & AWS EC2. [l B 45 T7F EC2 GPU SL6i] 13277 Jupyter ZE 10 A1
YFE T

THARRR R T EE P, MWK IIRE SR e LURESR, H 2 LA B IHEA
7o EC2 SLBIMMARAR . Bt B EFEM S0 (p2.x1large SLf, THHERESI—M ) 7E 2017 4F
AEH M AR R BE/NEF 0.90 S50, S IAHXT &, — AT SE RIS 289 GPU M #& 78 1000~1500 35
T XA — B S FaE, X F GPU AYMERENNAE ARWHR B . SRR e A B S IR P 2
2], I8Nz HAT — s 2 He GPU B4R TAE %

faimis 2, BEC2 BRI EF k. IR5E4 0T LIFE EC2 GPU LM g f AR5 B9 4l
(B ARARAE R B 2E T (T T, AL H 238 GPU,

3.34 REZFIWmE GPU

WA AR E S — B GPU, DR EHE W — kg7 B e EE R, — & £ NVIDIA GPU,
NVIDIA J2& H fijME—— AR 2% 2 J5 TR 75 DB A R, BURTREE 4 I HEZR L fE
TE NVIDIA &k [isf7,

BE 2017 44T, FoAi1#E# NVIDIA TITAN Xp i3 FH TIREE 2= Ak iR, ik
B, REAT LI E GTX 1060, URVRIEEIATY B HUEFE 2018 ARSI, i 48 2 i a]
TEW_ AR , O RRAEAR S T A AR

MIX—T7FF- 4R, AT IR BHLE 2226 4 Keras M HARM, Bl X FF GPU, 7E4%
SEBEEZ AIEFINC L 5e U A TR o PR S th AU TRANAE RS, 180T AYEN 8 R E— RS Bl
UHe Keras S WITRIE - T B B R £ .

T HEIRA TR A Keras 7n ]
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3.4 HEIFRSE: ZoKER-

T ZRIAEUA] BE R I ) Iz B ALAR A T TR AR AN, AR T AR R AT Y
SO A AR 23 O T T G

3.4.1 IMDB #iE&

AT H IMDB £diE 4, Bk B M EIE A (IMDB ) [ 50 000 5™ 5 Hith 4>
RIS . BRES N TR 25 000 £0HE 5 HFIEKA 25 000 40148, Y2k
AT 50% MIEEPEE N 50% M6 e .

T A BN RS AR AE > FF 7 R ARAS R 2R DI L 2 > B0 ) ] — A B T
TRAA ) BRI E SR8 AR ARG, JFAR ARG e BT A LA 1t 2 R AR 4,
T ELAAR B IE 0 B SR AS A 55 L AP RE ( ROMARE G T IR BRI AOAR2E, BARAN
P EBADRIEA T 0 )o BN, VRAGEIAL AT RE FUZIBE T IR AT B bR 2 [0 4 i 5 5
2, O TERT TR WA S L T = o AL . T —FR S R e X —

5 MNIST ¥4l 45 —## , IMDB B P & T Keras [, B L& WA . S ( Hid 751 )
O &l A0 K078, P R AR e B g B PR

THMCARRE 2 Ak IMDB 44 (58—t T #0K %) 80MB WEHE ).

RAZEE 3-1 ik IMDB Hdise

from keras.datasets import imdb

(train_data, train_labels), (test_data, test_labels) = imdb.load_data(
num_words=10000)

ZH num_words=10000 [ EUR IR B Y ZREEE TR 10 000 A5 Hh B B . IRASER
PR T XA R ] R A SRR, T AR

train_data fil test_data XPIMERHAZIFIRAMMSIER, BHRITIE S RINERT 4K
BB R (RAR—FRFNHIH ), train_labels fll test_labels #BJE 0 Fl 1 4L 5E, Hio
RFEHE (negative ), 1 CEIEME (positive ),

>>> train_datal[0]
[1, 14, 22, 16, ... 178, 32]

>>> train_labels[0]
1

H TR AET 10 000 e WA LR, Bl R 5 AN 2 10 000,

>>> max ( [max (sequence) for sequence in train_datal)
9999

T HEEX B ARA T, ARAT LU A i S o SR
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word_index = imdb.get_word_index() <—— word_index E—MI§E{AMET A ETIAFH
reverse_word_index = dict(
[ (value, key) for (key, value) in word_index.items()])

decoded_review = ' '.join(
[reverse_word_index.get (i - 3, '?') for i in train_datal[0]])
BREME, FEH BT R, 8, R5IBET 3, EHXO0. 1. 2
R (ARG A 1A 279 “padding” (7). “start of sequence” (F

FIFFEE) . “unknown” (RENED S HMREBHIZES]
342 HE¥IE

PRANRERG B HT 5 EL T ARG, o R B S R ke . e i LU R PiFh .

O #ERE, HHEAMRENKE, FRESEREREIEIRA (samples, word_indices)
FIERT IR, SRS 25— 200 e AL B A Bk B 192 (B Embedding 2, A
JE SR ),

O X5 FHEAT one-hot Zifih, KA Ky 0 F1 1 4R w2807, 7F5] 13, 51 ¥4
AN 10 000 iR, HARGI N3 S HICER 1, HATTRHER 0. RG4S
—JZW LI Dense )2, ‘EREWSALBRTE s8R A

ARG — RO e B g R ie . b TInRER R, R AT — ik, R

Fi7R

RADE R 3-2 KRBT 5 S g — il AR

import numpy as np

def vectorize_sequences (sequences, dimension=10000) : QJ BZ— RN (Len(sequences),
results = np.zeros((len(sequences), dimension)) dimension) WYEFERE
for i, sequence in enumerate (sequences) :
results[i, sequence] = 1. <— 3§ resultslil HIIEEZRSIEH 1
return results

x_train = vectorize_sequences (train_data) <—— YFINGHIEREEI
x_test = vectorize_sequences (test_data) <— MK HIEEE WL

FEAR PRSI 13X
>>> x_train[0]
array ([ 0., 1., 1., ..., 0., 0., 0.1)

PRIERZA AR AL, X AR
y_train = np.asarray (train_labels) .astype('float32"')
y_test = np.asarray(test_labels) .astype('float32")

PAETT LB A B2 4
3.4.3 HEMLK

B R, AR AR (1R10), KRR B AR PRI KM
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EAEIX R R RIARGF, R A relu BUE M2 %E4%)Z (Dense) W HAHES, LN
Dense (16, activation='relu'),

&\ Dense JZZEL (16) S22 BB AT — 2@ # T (hidden unit) Zi%)Z
FORAERIN—DERE . FATESS 2 B, B relu IR K Dense ZHEI T T HI5K A
B

output = relu(dot (W, input) + b)

16 MR TN I AL R w JEIRY (input_dimension, 16), 5 w/miBAHYE T
W A BB B 16 gERoR 2 [l (AR5 AN 0w B 10 5 b JFRH relu iz ), ARAT LK
7S [B) A FE BV IRAR Ry 282 2] N TR s I BT 1 F B RRRCER T ( RIEE 4
PNt I DML 361%: 2002 2= 21 Sl | B oA N (EN <9 o= X AW R S NI TS AT s e
FerRI AR (XA e Ml 8l EROTERE , (ER 23 mnill il b rOPERE ).

X T X Fh Dense JRAUHES:, VRTTEHAE LT PIASICHEAUAL .

Q WsH 22,

Q &2A 2 DRI,

55 4 TR B SRR 28 SRR bR )RR R e . IUAEAR A B S TR R T A A -

Q WASPEl R, B2 16 DT

Q % =Eh— e, BRY AT R,

rRla]ZEEH relu VEMIGE BREL, )5 —)2 M sigmoid #4396 LU HH—A> 0~1 Yl N RS
B (RRFEAR HARES T 1 AT etk, BIPFE RIER AT BEYE ). relu (rectified linear unit,
R MEIT) RECK A EIAZE (DL 3-4), 1 sigmoid PREUIPEAT R “HE48” 3 (o0,
1] XN (IR 3-5), Hof (e T AR VERERAE

15

1.0k vvvvvvvvvv .......... ........... ............ o oot .............

0.5}

0.0

-0.5 1 1 1 3 3 1 1
-2.0 -1.5 =1.0 -0.5 0.0 0.5 1.0 1.5

[ 3-4  BERZ I REL
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1)/ SR

0.50

0.25}-

0.00

[ 3-5 sigmoid PR%L

& 3-6 o~ T IMZS 2, UG5 B 3-3 & H: Keras SCHE, SR WiZ A9 MNIST 124,

i
(HE=R{A)

Dense (units=1)

Dense (units=16)

Dense (units=16)

]

Sequential T

A
(b3 A)

K 3-6 =J2M%

REG;EE 3-3 B X
from keras import models
from keras import layers

model = models.Sequential ()

model .add (layers.Dense (16, activation='relu', input_shape=(10000,)))
model .add (layers.Dense (16, activation='relu'))

model.add (layers.Dense (1, activation='sigmoid'))
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HLRHERE? AL EERBERE?

dn BEA relu FHERHK (L IELKM ), Dense BH R OASHALEIEL —E R
Fadm ik .

output = dot (W, input) + b

X H#f Dense B# AL F T MAKBENERBE TR (HHETH ). ZEGBREE R TN
ANEAER 16 2 Z M ATA TROKERRES, IABREREFAR, LEAA ST
B, BA SANKEEREE FIAGIBREEERL, R ERGFRET RBEZR TN,

AT EFTHRETE, K A5H A EETHRSE, REZRmIEREIL
ERH, relu RREF I PRE AARE RS, BEAF S L0 RHTR, SNHA XM
B H % 4 AR, de prelu. elu &,

B, VR EERPRIR R RBOMIE AL g . B TR AR — A o 28 m i, 2% e —
AMEFRAE (2% B Je — )2 sigmoid 300G pREL, A& — 00 ), I A binary_
crossentropy ( “ICRH ) 1k, XIHAEME— AT AT RS, HanRIE v] DU FH mean_
squared_error (¥R ), (HX Thu tH HERIEARIAL, 2 XK (crossentropy ) A& 4f
FERE, 28 UK A 5 B SUsi S, H s MR Z B, 7e Mok
JEE S S TNME = (R

TR RN rmsprop fLfb#R Al binary_crossentropy iRk BRECR L B, 1,
AT G B b W R L

REDER 34 GiiiAbin

model.compile (optimizer="'rmsprop',
loss='binary_crossentropy',
metrics=["'accuracy'])

LIRS AL AR . K PR ECRIAE BRAE N EAF R AR A, &R rmsprop. binary_
crossentropy Ml accuracy £ Keras N & H—&4r, A RRABEARH1E & A & XL E )
SR, BE AR A R AT bR R 8L, & ALE AL 1] optimizer Z8UE A—MIUILER
SR SZEL, WAL B 3-5 B Je & nTilid M) loss fl metrics UL A RET SRS,
WS . 3-6 IR .

REGER 3-5 FENL

from keras import optimizers

model .compile (optimizer=optimizers.RMSprop (lr=0.001),
loss="'binary_crossentropy',
metrics=['accuracy'])
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KADE R 3-6 i H LR FlTE s
from keras import losses
from keras import metrics

model .compile (optimizer=optimizers.RMSprop (1r=0.001),
loss=1losses.binary_crossentropy,
metrics=[metrics.binary_accuracy])

3.4.4 FIEREYAE

N T AEN G R P i PSRRI TR WA L RORS RS, R SR A I 2R B 1 10 000
AV SIS .

KIG;E8 3-7 B HHEURE
x_val = x_train[:10000]

partial_x_train = x_train[10000:]

yv_val = y_train[:10000]
partial_y_train = y_train[10000:]

BAEAH FH 512 MREARZH LR/ MIEE, BARTL)IZ% 20 MR (BIX) x_train fly_train M
Ak TP RTA BEAIEAT 20 UGEAR ). SIbRIEY, RIS ENEYEZERE A 10 000 EEAS F 2k
FURSBE o AR AT LLE b B0 IE SR 14 A validation_data SECETEM

RIGEE 3-8 Ity
model .compile (optimizer="'rmsprop',
loss='binary_crossentropy',
metrics=['acc'])

history = model.fit (partial_x_train,
partial_y_train,
epochs=20,
batch_size=512,
validation_data=(x_val, y_val))
1 CPU Lizfr, HMRRRmIAS] 2 7, YIgad Bk 20 AbpN Lol . ARieal it &7 %
PP, DR AR R SR BIEE Y 10 000 MFEAS T 45 ¢ FIDRG 12
FE, WA model. it () R T —A> History X%, EXMXEA MG history, B
B, GBI A SR RATRE—T .

>>> history_dict = history.history
>>> history_dict.keys ()
dict_keys(['val_acc', 'acc', 'val_loss', 'loss'])

TP 4ANFH, X IR R R P AR B R AR TR T RS
FATRE A Matplotlib 75 i) — 5K 22 B ZRA0 0 Ak st e (LI 3-7), DLk A
UERSRE (DL 3-8 )0 TETER, M TRZABENIRIIR LT, R15 2 A9ZE R AT RE AT A
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RRDE R 3-9

import matplotlib.pyplot as plt

ERUE R LT RUPS

history_dict
loss_values
val_loss_values

history.history
history_dict['loss']
history_dict['val_loss']

epochs = range(l, len(loss_values) + 1)

1bo! ETEMEE S
plt.plot (epochs, loss_values, 'bo', label='Training loss') <1—‘ bo' RAEBER
plt.plot (epochs, val_loss_values, 'b', label='Validation loss') <1—‘ — ok

He T SC4:

plt.title('Training and validation loss') RS
plt.xlabel ('Epochs')
plt.ylabel ('Loss")
plt.legend()
plt.show()

Training and validation loss

0.7 4
® Training loss
06dl— Validation loss
054 @
0.4
&
o
= 19:3 4
°
0.2 4 °
° °
0.1+ ® °
L] ® o .
0.0 ®00c00e00
2?5 StO 7?5 10‘,0 12'.5 15;0 17l.5 20"0
Epochs
Bl 3-7 YIRS g Eai o<
B 3-10  Za bl I s B AN GG uEkG
plt.clf() <+— BEE%
acc = history_dict['acc']
val_acc = history_dict['val_acc']
plt.plot (epochs, acc, 'bo', label='Training acc')
plt.plot (epochs, val_acc, 'b', label='Validation acc"')
plt.title('Training and validation accuracy')
plt.xlabel ('Epochs')
plt.ylabel ('Accuracy')
plt.legend()
plt.show()



Training and validation accuracy

1.001 @ Training acc e0 00000 o0
—— Validationacc o ® - R
o
0.95 Pk
[ ]
®

Accuracy
o
o
o

_//~“\A”F““\\¢—\,—

2
0o
o

0.80 1

2.5 5.0 1.5 10.0 125 15.0 17.5 20.0
Epochs

Pl 3-8 I LRSI

UNPREI DL, NG5 BEREHRAEREAR, VNS R AR A0S T . I WURAR L B Ak o i)
SRR AR MU R B B A UG A UBOR BN o (L6 5 R FIG UEAS B2 F AR dnite . e
AR RIS B AR (E o SO FA T Z BT i 1 — P 0 - B Y SR b ) e BUBOR By
EAERT AT WA R EA—E R BOR B . R, VRAEBIREEME (overfit) : 7EZ
TRZIE, WRINGEERE AL, BAE BRI TR, kB gz
SME -

FERXFMEI T, A TRk S, AT RIAE 3 825 Ik U2, Gl Rud, ARm] LLEEHIVE
ZITERFEARI G, BAPRAES 4 Bh RN 41,

FAIMKITHRNGR— L, Gk 4 58, SRR RS B REEL

RADEE 3-11 M SKITIR TG — R

model = models.Sequential ()

model.add (layers.Dense (16, activation='relu', input_shape=(10000,)))
model .add (layers.Dense (16, activation='relu'))

model .add (layers.Dense(l, activation='sigmoid"))

model.compile (optimizer="'rmsprop’,
loss='binary_crossentropy',
metrics=["'accuracy'])

model.fit (x_train, y_train, epochs=4, batch_size=512)
results = model.evaluate(x_test, y_test)

LR PR

>>> results
[0.2929924130630493, 0.88327999999999995]

RS ] B T AT 2 1 88% HONERE . FIMIERSEHERI Tk, IRROZBERS IS B 95% 1Y
R
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3.4.5 (ERINIZREFHRIMLSEFEHE L E s FUNEER

WEIF M Z 5, VA SR T2, VR DA predict JrgoAS 8IS R IE AT AT HE
PERI N

>>> model.predict (x_test)

array ([[ 0.98006207]

[ 0.99758697]
[ 0.99975556]

[ 0.82167041]
[ 0.02885115]
[ 0.65371346]], dtype=float32)

HIARBT L, R SRR 25 SRR 0% (R T4ET 0.99, BUNFAET 0.01), (HXFHA
SRR 25015 (0.6 5 0.4 ),

3.4.6 H—FHILIG

Wt DR SCE, AR AT LA F IR R I 2 AR R AR A Y, AR M 2 ]

Q HTAE P RREUZ . RAT LSRR ] — D AR, SRR SR A R A
O BE 15208

Q A HIE Z 8O AR AT, T 32 4>, 64 N

Q 2 mse ¥ BREACHF binary crossentropys

Q ZfH] canh BOE CGXFMETEEMZE 28 BIHAE R AT ) AU relu.

3.4.7 NG

N TARARRLIZ MK A T 2 B S

Q 3 T 2 AR BRI T AL, DAERKG A o sk B A B e gk b, B
GIRT LAGRAS Sk b i, (E A HoAth e =X

QA relu #4IG MY Dense ZHES, TTLUIHIRARZFPAE (FEHIERT2E), IRATRES S
BB R

Q XFF 28 (PSSR ), MRS — 20N Z0E R — I # ] sigmoid
WG Dense J2, RIZEH R IZIE 0~1 JERIN ISR, FoRERE.,

Q X F A 2RIA Y sigmoid Frifii i, RNZMH binary_crossentropy ik %L,

Q TR EUEA, rmsprop PLAGEREE R RS IERE . X —SRTCHH L.

O RS P2 S FEN 500G T R IR b, BRI A S G, IR AT A UL £t
AR EIHOR 2R 2R . — B B AR R RS 2 A B i PERE

3.5 HMEDR: ZorKEH
A TR ARG T A PR B MR IOU 0 R A5 RPN 1920 (R
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WERFHIA LA, 2B A7

ARATVRSFYEE— 4, B EE AR R 53 46 R L, KA 242600, Bt
X &5y ZE (multiclass classification ) [AIRE ) —AF o B BEA 4 5 R RT3 31— 4N 28 51
Fr A E HAR R, X R BERE. %93 (single-label, multiclass classification ) [i1] &1 i) — 4~ 44l
Fo WRENEIE ST DRI R ZA ] (F8), BEHE—DZmRE. £29%E (multilabel,

multiclass classification ) [f]#,

351 HIEMHIESE

AT BB EIBE, OSSR RN ) 8, EKEALAE 1986 KA. B
—NMERE . TSR RS . B AR 46 DRI S R B EEA T £
{HYINZREE TP R FEA 220 10 MEEAR,

L IMDB 1 MNIST 258, BBt EdRAE i B Keras —&B5r. FATPRE—T.

REDER 3-12 Iz s 5 s

from keras.datasets import reuters

(train_data, train_labels), (test_data, test_labels) = reuters.load_data(
num_words=10000)

5 IMDB BB —FE, % num_words=10000 BRI E MET 10 000 55 H A EAAE]
FATA 8982 MYNLAEATN 2246 MIHAEA

>>> len(train_data)
8982

>>> len(test_data)
2246

5 IMDB PHg—#, BMHEAERE—MRETIR (FORRRET] ).

>>> train_datall0]
[1, 245, 273, 207, 156, 53, 74, 160, 26, 14, 46, 296, 26, 39, 74, 2979,
3554, 14, 46, 4689, 4329, 86, 61, 3499, 4795, 14, 61, 451, 4329, 17, 12]

WA RIS, ARAT LR SRR R 5 i oA )

B8 3-13 G A R I SCAS

word_index = reuters.get_word_index()
reverse_word_index = dict ([ (value, key) for (key, value) in word_index.items()])

decoded_newswire = ' '.join([reverse_word_index.get (i - 3, '?') for i in

train_datal0]])
EE, R3IEMETS3, EX0. 1. 22K “padding” (JEFE). “start of
sequence” (FFFIFFEA)« “unknown” (RHERIED S HIMRERIRSI
FEAXS I AR 2 —> 0~45 JEEIN 8L, RIS RE %S o

>>> train_labels[10]
3
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3.5.2 HEEHIE
PRAT LM 5 A5 540 ] A AR Kt 1) iAo
RELSE S 3-14 ikt

import numpy as np

def vectorize_sequences (sequences, dimension=10000) :
results = np.zeros((len(sequences), dimension))
for i, sequence in enumerate (sequences) :

results[i, sequence] = 1.
return results

x_train = vectorize_sequences (train_data) <— NG HIEEEL
x_test = vectorize_sequences (test_data) <— FMRXBIEEENL

PR ) A AT PR 1 VR T DURE AR 25 51 e e 4 o e Bk i, w3 fifi ] one-hot 4%,
one-hot #fith & /3 AHdi) 2 M — R =, g 43 28485 ( categorical encoding ). 6.1 5451
T one-hot it Y FRANARBE . ZEXAMBITFH  FRZEY one-hot it 24 B MR B /R N & F ] i
HAFRERTINRIITE R 1o AT,

def to_one_hot (labels, dimension=46):
results = np.zeros((len(labels), dimension))
for i, label in enumerate(labels):
results[i, label] = 1.
return results

one_hot_train_labels = to_one_hot (train_labels) <— FIN&FRZEEL
one_hot_test_labels = to_one_hot (test_labels) <— MK EmENL

TERE, Keras N85 A] LISEIXMRAE, /RTE MNIST i) rp 28 Wad X Fh vk
from keras.utils.np_utils import to_categorical

one_hot_train_labels = to_categorical (train_labels)
one_hot_test_labels = to_categorical (test_labels)

3.5.3 ML

T A FE 32 ) L T TR ) PSR 0 2SR, A 91 X P x5 L ) SCAS B
PR HIXA A — SR 2R AP Bt S BB I 2 A2 46 Ao i s ) ) 4
EERGZ .

X TR Y Dense JRROHES:, R AREVIR E—ZRiERE. WRE—-ZZRT S
YR G I — (5 B, AR Ak Lo BICIE SR HAYZ 4R 0], Rt vl, 20 RECh
HREHL LA T 16 4ERYFRIENE, HXIXANME TR 16 HEAS AT RER/N T, TGk
X 46 DANFIRYZER o X FRLE R EY N JZ AT BERC AR IR, KA T RARAR B

WFRXAENA, TR T RIZ, 75 64 1T,
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RAZER 3-15  fRAIE L
from keras import models

from keras import layers

model = models.Sequential ()

model .add (layers.Dense (64, activation='relu', input_shape=(10000,)))
model .add (layers.Dense (64, activation='relu'))

model .add (layers.Dense (46, activation='softmax'))

T XA BN S T TE T 9 AN o
Q MG — 2 & K/NK 46 1 Dense |2, XERE, X THAHAFEA, MEEL 4
A~ 46 dEm i . XA RN ITE (B4R ) SRR R 1285,
Qi — 2T softmax #i%. RAE MNIST il 7 Wad X Fh . 94608 46 H e 46
AKW%&%%L%%%ﬁﬁ——ﬁ?ﬁéA%Aﬁﬁ W25 FR 2 Hi HE — 1 46 HEm A,
Hrp output [1] BFEARJETH 1 NEBIMEER. 46 MRS 1,
Xﬂ‘?L/MﬁH’*, ﬂiﬁ%ﬂ@bﬂé’%@éﬁfe categorical_crossentropy (XA ). BHT
i 5 P MRS 0 AT 22 (R B, 30 L O M3 0 A 0 1) 2 IO 4 i () RBE 3 0 A AR 25 1 L5 4
I 1B O N N R S8 N A | 2 N A W i Vs ORI e85 T = R M 77 S

RIDEEH 3-16 iR

model .compile (optimizer="'rmsprop',
loss='categorical_crossentropy',
metrics=["'accuracy'])

3.5.4 WERBVGIA
TRATEI B B 1 1000 ANEEAYE ] BAELE .
RS 317 B2 I

x_val = x_train[:1000]
partial_x_train = x_train[1000:]

y_val = one_hot_train_labels[:1000]
partial_y_train = one_hot_train_labels[1000:]

BAETHIR IR, 3k 20 PR

REGEE 3-18 1| 4R

history = model.fit (partial_x_train,
partial_y_train,
epochs=20,
batch_size=512,
validation_data=(x_val, y_val))

e, FAPREHIRR ARSI (UL 3-9 A& 3-10 ).
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&

Training and validation loss

254 @ ® Training loss
—— Validation loss
2.01
1.5 A
%]
w
3
[
1.0 A
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[ ]
[ ]
0.5 .,
[}
® 9
®0000000o0
0.0 T T T T T T T T
2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Epochs
& 3-9  YIZRfbR AU &
Training and validation accuracy
o0 ® 0000 00
o
09 L
[ ]
[ ]
[ ]
0.8 1
>
3 [ ]
E
Q
£ 0.7
0.6
® Training acc
0541 @ —— Validation acc

2.5 5.0 1.5 10.0 125 15.0 17.5 20.0
Epochs

& 3-10 I Z5AE B A TERS

AR 3-19 il Y ZRai R Ak 3 25

import matplotlib.pyplot as plt

loss = history.history['loss']
val_loss = history.history['val_loss']

epochs = range(l, len(loss) + 1)

plt.plot (epochs, loss, 'bo', label='Training loss')
plt.plot (epochs, val_loss, 'b', label='Validation loss')
plt.title('Training and validation loss')

plt.xlabel ('Epochs"')

plt.ylabel ('Loss')

plt.legend()

plt.show()



64 3% AHZEMEAI

RADIE . 3-20 2 ifi VI 2k 2 MG IEAT JEE

plt.clf() <— BEEK

acc = history.history['acc']
val_acc = history.history['val_acc']

plt.plot (epochs, acc, 'bo', label='Training acc')
plt.plot (epochs, val_acc, 'b', label='vValidation acc')
plt.title('Training and validation accuracy')
plt.xlabel ('Epochs')

plt.ylabel ('Accuracy')

plt.legend()

plt.show()

R AEYIZE 9 B e TH iR G o FRATMCRIFIRIIZR— DR %%, 39 MBI, SRJSLENL
& PP

REDER 3-21 MK IR E BT IR —

model = models.Sequential ()

model .add (layers.Dense (64, activation='relu', input_shape=(10000,)))
model .add (layers.Dense (64, activation='relu'))

model.add (layers.Dense (46, activation='softmax'))

model .compile (optimizer="'rmsprop',
loss='categorical_crossentropy',
metrics=["'accuracy'])
model.fit (partial_x_train,
partial_y_train,
epochs=9,
batch_size=512,
validation_data=(x_val, y_val))
results = model.evaluate (x_test, one_hot_test_labels)

AR

>>> results
[0.9565213431445807, 0.79697239536954589]

AP T IE AT LA B2 80% ARG BE . X TP 1) — A S m i, 58 e BEAILAY 4 S 2R e i 15 3
50% MURGEE o (HAEXAFIF, SERBENLEREEEZIR 19%, BT ERES Rl A H, 2/ FIb
HLIAFEUE LA AN

>>> import copy

>>> test_labels_copy = copy.copy (test_labels)

>>> np.random.shuffle(test_labels_copy)

>>> hits_array = np.array (test_labels) == np.array(test_labels_copy)

>>> float (np.sum(hits_array)) / len(test_labels)
0.18655387355298308
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3.5.5 TEFEIE LEMRFUNLER

RATLAEGUE, AERISIHIY predict Jrigik ol 7R 46 A 8 BRI . AT TR A I
R A R

RRDE R 3-22  Fi ki AR i 4s

predictions = model.predict (x_test)

predictions FHRANICRABEKE N 46 M,
>>> predictions[0].shape
(46,)

XA AT TLREAA 1,

>>> np.sum(predictions[0]
1.0

FRRAYTCE R TS, RIS AR A2 o

>>> np.argmax (predictions[0])
4

3.5.6 ABREMIRENS—MEE
BT T 5% — RO AR A M e, MR L e ROk i, IR R .

y_train = np.array(train_labels)
y_test = np.array (test_labels)

XoFF X AP AS i, ME— T B A RS PR A B . X TR B 321 (i B R
PREL categorical_crossentropy, ARZENIXENEITIE g, X T BN, VR %M H
sparse_categorical_ crossentropy,.

model.compile (optimizer="'rmsprop',
loss="'sparse_categorical_crossentropy',
metrics=['acc'])

XA REEE# |1 5 categorical_crossentropy SEaAA], —# HOEH AN,

35.7 HEIRHEREEBRNEEL

BT ER 2, B2 o2 46 4ERg, R )2 B9 BOBCR T N O IZ L 46 /R Z . BRTER
BT, WUERPRZHLERE LI/ N T 46 (LN 4 48), & 7 HERI, IBaskAttar

RIDFEH 3-23  HA (G BB

model = models.Sequential ()

model .add (layers.Dense (64, activation='relu', input_shape=(10000,)))
model.add(layers.Dense (4, activation='relu'))

model .add (layers.Dense (46, activation='softmax'))
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model.compile (optimizer="rmsprop"',
loss='categorical_crossentropy',
metrics=['accuracy'])
model.fit (partial_x_train,
partial_vy_train,
epochs=20,
batch_size=128,
validation_data=(x_val, y_val))
PRAE 2% B A BE e K2R 1%, LUETTEN FFE T 8%, FEGX— MR FEERAET,
AR RS (XE(E BRI 46 AFEHIM 511 ) Hede 2148 BEAR /NG R ) 25 ] o D)
LERENS R KBRS L ELMF R IEA AR oRsh, HIFA R 2GR

3.5.8 H—HRIEL

O SR 2 DR T, Hen 32 4, 128 M4
Q R T RS, PR — el AR Z

3.5.9 Ihg

T THERARRZ LA 2 B B B

Q QPREXS N AR BE S T2, MZ RIS — 2 %2 R/ R N 1) Dense JZ.

Q X TR . 202, MR RIS — 2] sof tmax il , XA L HHAE N
At 2 AR A A

Q XA R A 2K R B LT B NZ A 20 285 U o B 0 28 HR O ARER A1 5 E B
B3 A 2 (B B EE B R M o

Q KBRS 2R R AR A PR T
» S K G (LY one-hot 4 b ) Xt AR AT i, SRS ] categorical_

crossentropy YRR KA

o ERZE g IR, SRIGH ] sparse_categorical_crossentropy 15 REL,

Q G PRARTS ZoR R R BIVF 2200, RZoRE S TR/ N R R, LA AR 2% v i
R B

3.6 FuMEAN: [ElYAE)m

T T P81 02 S IS TR, R e T iy A RS0 e B X6 IO 1) B — B B A 28 o o) — o
LB R ] RDEUE BRI, e B — N ESEAE BRUAARAE, BN, MO8 R
TS, AR I 5 T e AR 30T H i 5 ZE AR a]

AR AR WEFAL logistic BT kR A —i%, AAR K452, logistic W13 RS2 =3 Hik,
sk Rk,
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3.6.1 FETWENEHIESE

AHTRF TR 20 TH2g 70 AR I WRB X AR A R, TSR RR X — ek
Piri, HCWRARSA . MG = BOR A AT 2 A B S 5 i i S — N R X
TALE B S AR, HAE 506 4, 20 404 NUINZREEASFD 102 ASIRREAS . S ARG
BAHHE (HLUEIRR ) #0A ANFERBUEEE . Flin, 7 Rerk 2 e, BUEEEh 0~1; A
HHUETEEA 1~12; A AL 0~100, 5455,

RADEE 3-24 NP1 1 &k

from keras.datasets import boston_housing

(train_data, train_targets), (test_data, test_targets) = boston_housing.load_data/()
ROTEE— T,

>>> train_data.shape

(404, 13)

>>> test_data.shape
(102, 13)

WARFTIL, FATTA 404 DUNZREEAA 102 MR, BREARRRA 13 BRI, e
NEPRARR | B MET I A, R e kA
FbsIE b s iR g, SRR T 3800,

>>> train_targets
array ([ 15.2, 42.3, 50. ... 19.4, 19.4, 29.11)

B RAEBLE 10 000~50 000 S50, AMSRARGEXARMEH, AT SHHE 20 g 70 440
1, T ELS A A% A R SO TR A

3.6.2 EEHIE

R BUETE R 22 AR R A B A B M 25, SORAT RIEAY . 26 T RE S F Sl i X
BUEE AR Bl , R T i AR A SN PRI, X Tk Al 3 R JH ) e S B X
AFFIEASREAL, B TR AR BB AR CRr ABHEAE R 951 ), DA E(E, FEER
DIbRHEDE , SRR BIBRAIEF-(E 0, ARifEZEy 1o JH Numpy ol LAARZ 5 SCBUARIELL o

RESER 3-25 HdlEbrii
mean = train_data.mean (axis=0)
train_data -= mean
std = train_data.std(axis=0)
train_data /= std

test_data -= mean
test_data /= std
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ER, T AR A R S (AR 22 AR SR A R IS B . 7E TAER AR,
PRASRERE IR BT AF B AEATE R, IR bR i X A S SR A S AN T

3.6.3 HEMLK

HTREARBERAR D, BATRAE I — D ER /NI RZS, AP S ARz, 24 64 T
Joo —BORUL, WNZREHEHD, S ESB0™E,  MH/ N 2% AT DL 5

RADE S 3-26  HUHIE XL
from keras import models
from keras import layers

EAFEER—MER 2R EFHL,
def build_model () : B LB — A B SR i A Al
model = models.Sequential ()

model.add (layers.Dense (64, activation='relu',
input_shape=(train_data.shapel[l],)))

model .add (layers.Dense (64, activation='relu'))

model .add (layers.Dense (1))

model .compile (optimizer="'rmsprop', loss='mse',6 metrics=['mae'])

return model

MG — 2 RA — 1 on, WA, 2N EMWE. XOEfsmE B (e RS
P — LA R 1 ) RSB TN sR K SRR S e . filan, ansRkm s —2
TIN sigmoid BOW PREL, W%k HAEAST0N 0~1 JE RN . X BRE—ERaigkieny, Frid
O 245 11T L 2 TN 251 P PN R

HE, WM HNE nse Bk pR%L, RIH5FIRE (MSE, mean squared error ), Tiil{E5
HARMEZ 2200 J7 o 32 01 U5 [m] s F 4 2 bR

NG R PR Wi — e b . FI9EITIRE (MAE, mean absolute error ), ‘B2 Fl{E
5 HMEZ 24 XHE, b, XA R MAE 46F 0.5, SRR RN ) B 5 SEBR Ay
K& 2E 500 50T

3.6.4 FIH KITHIERIIERAYFE

N TTEVE T M S0 CLEAnIIZRAg e R ) AR 28 BEATPRAG AT OB i 3l 73 I
SRAR MR UELE , IR AN I ] 5 AR RE . EL TR AR, AR AR R/ (ks
100 A ), HItk, BubsrBonT RES A RIS, X TARFT PR Y S E AR AN ZR4E . it
Jeiil, B EE R 7 7 AT RE ol MU A B AR RIS 2, AEALCIE X BRI T m] S
ELE

TERXFPIEOL T, SeBOE R K3 2 SCRaE (LA 3-11 ) XA b n] R 73 K
AIPIX (KT 4 305), et K DFHRIEREEL, R s RETE K—1 A0 X EINZR, IF7ER]
TH AR X BTG . AR BSIE RS T K IR B X AR A RS S
ARTRTERL
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PR RIS A34 45 X

r A N\
p . . X N ST
FE1r { S IE Ik gk B
o ; e ; I ¥ e
$24r { il IR Ul U5 K > o
. . . . 0
39T { gk gk S IE BiEsr )

&l 3-11 3 P8 LHIE

KRGS 3-27 K rirE

import numpy as np

k =4

num_val_samples = len(train_data) // k
num_epochs = 100

all_scores = []

EEWIERE: LD

for i in range (k) : SXEEE
print ('processing fold #', 1)
val_data = train_datal[i * num_val_samples: (i + 1) * num_val_samples]

val_targets = train_targets[i * num_val_samples: (i + 1) * num_val_samples]

partial_train_data = np.concatenate( <— ERINGHIE: EMRESXHEIRE

[train_datal[:1 * num_val_samples],
train_datal(i + 1) * num_val_samples:]],
axis=0)
partial_train_targets = np.concatenate (
[train_targets[:1 * num_val_samples],
train_targets[(i + 1) * num_val_samples:]],
axis=0)

model = build_model () <+ #Ji Keras {28 (B47i%)
model.fit (partial_train_data, partial_train_targets,
epochs=num_epochs, batch_size=1, verbose=0)
val_mse, val_mae = model.evaluate(val_data, val_targets, verbose=0)
all_scores.append(val_mae) T HE

THEIERY

verbose=0)

QJ MEHER (FRREK,

%X H num_epochs = 100, BITZERAT,

>>> all_scores

[2.588258957792037, 3.1289568449719116, 3.1856116051248984, 3.0763342615401386]
>>> np.mean (all_scores)

2.9947904173572462
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RGBT RS R A IR B IR K225, M 2.6 3| 3.2 N5, SFE0%8 (3.0) JELbip—
O3B AT SR AR bR ——X i K T IR UE I O, AT b, T B A S SR A S
PIRA2Z 3000 2E90, ZIERNSLERASTEEITE 10 000~50 000 FEIC, X— 2Rk 2R KM,

FATEYN RIS [ R — 5, 388 500 NMERIR . N TIC SRBRIfE R AR I R B, TR TR ZE L
YILRIEIR, DA RS B0 UE B0 e 5%

REDE S 3-28  (RAFEITIEUESS

num_epochs = 500

all_mae_histories = [] EEWIEHE: F LA
for i in range(k): SR
print ('processing fold #', 1)
val_data = train_datal[i * num_val_samples: (i + 1) * num_val_samples]
val_targets = train_targets[i * num_val_samples: (i + 1) * num_val_samples]

partial_train_data = np.concatenate ( < EFINEGHIE: BEtpra o XavEiE
[train_datal:1 * num_val_samples],
train_datal[(i + 1) * num_val_samples:]],
axis=0)

partial_train_targets = np.concatenate (
[train_targets([:1 * num_val_samples],
train_targets[(i + 1) * num_val_samples:]],
axis=0)

model = build_model() <—— % Keras & (B%HiF)

history = model.fit (partial_train_data, partial_train_targets,
validation_data=(val_data, val_targets),
epochs=num_epochs, batch_size=1, verbose=0)

mae_history = history.history['val_mean_absolute_error']

all_mae_histories.append(mae_history)

WGRIER (B3R,

verbose=0)

SRIFARAT LU A U P BT A T MAE BSFEIME.

RAZER 3-29 HHEPTARKTH KB Eer2E

average_mae_history = [
np.mean ([x[1] for x in all_mae_histories]) for i in range (num_epochs) ]

AT ECRE—T, WE 3-12,

KEBEE 3-30 Ll muE 4L

import matplotlib.pyplot as plt

plt.plot (range(l, len(average_mae_history) + 1), average_mae_history)
plt.xlabel ('Epochs')

plt.ylabel ('Validation MAE')

plt.show()
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4.5 A

4.0

355

Validation MAE

3.0 1

2.5

0 100 200 300 400 500 -

Epochs
K3-12 FEEIRIE MAE

AN e IR, HEE 7 22X 3K, I AXE LB I X sk I R . AR E BT
il —ok &l

Q MERET 10 B S, BB BUE T -5 2 pd =t SR A

Q BB SR T TR S TR RS s E, ARG AR

ZEHRANIK 3-13 FT7RN,

RADEE 3-31 il SiiE 40 OMIBRHAT 10 H A1)

def smooth_curve (points, factor=0.9):
smoothed_points = []
for point in points:
if smoothed_points:

previous = smoothed_points[-1]
smoothed_points.append(previous * factor + point * (1 - factor))
else:

smoothed_points.append (point)
return smoothed_points

smooth_mae_history smooth_curve (average_mae_history[10:])
plt.plot (range(l, len(smooth_mae_history) + 1), smooth_mae_history)
plt.xlabel ('Epochs"')

plt.ylabel ('Validation MAE')

plt.show()
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M 3-13 FTLAF Y, B8 MAE 75 80 25 AP FEK, ZEsiIFiRid it .

2.80 1
2.75 1

2.70 4

AE

< 2,651

2.60 1

lidation

© 2.551

\%

2.50 4
2.45 4

2.40 4

0 100 200 300 400 500
Epochs

& 3-13  HEHRHE MAE (JFRTT 10 MRS )

SEMBRIHS 2 )5 (B T8, T IR EORZ R/ ), ARAT LU T S e B A 11 25
i LINGrise R AR, SR e IR e AR B PERE .

DS R 3-32 I iR

model = build_model () 4 — N RIR LA RE R

model.fit (train_data, train_targets, AR E iR
epochs=80, batch_size=16, verbose=0) - -

test_mse_score, test_mae_score = model.evaluate(test_data, test_targets)

RALRAT

>>> test_mae_score
2.5532484335057877

PRI 8 P AN i R AN SR M A 22 24 2550 35T
3.6.5 Ih&

N IGERBLZ XA a2 2

Q [ Y TRD A A5 % PR 2 S TR [R] o [BD S TR0 pRECR 2 71222 (MSE ),

Q [, AR R EAG Tt 5 2 2R R RN ] . i 5y WL, RS R AR AN 1 T 1]
TR, ULA RS o P2 xR 2E (MAE ).

Q R AR R B AN R R BUETE R, W2 e T AL BE X AR AR S A
AT o

Q GuARa] FHRBARAR D, T K Pris ey DUA] SE s pPAG Ay

Q AR AT IR D, eIz B Cls A —2PA ) A/ BRI, L
wES T E UG
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ARENG

Q BRAEfR AT LA BESC T ot Bt de o WLAOALAR 7 A 55 10 —or 2RIl 23R R R AR
IR BT =T NEET BEE TR MOK LTS5 rh A B T

Q 7R IR s A2 48 2 i, T 2O A T AL B

Q WREHE R E A AR R BUEIE ], IR AT ZHEAT AT, R A AR R A

Q FEEIZRRELT, MM REA S, IFERTETR WA SR LRI 22 A4 R

Q ARINAEIEARIRE , BOZM A — M BsZ /N2, DLE S ™ B R U5

Q WREE B 2 AT, I A E /N T RS U B

Q [l i) R T 458 2K eRESCR PP FE AR AR 5 43 2 T AN ] _

Q QPRE L EAEAR D, K YTt B Tl ST A A



W28 5 > E A

Y

AEGFEUTHE:

O BRAZEANRIE Z SMRBLER2E 2T X
Q ML= T BRI AR

Q AR > R s

Q FFAE T2

Q ffat G

Q ZbFALAS2E > IR A8 TAE AR

SEOEHT 3 BN AN, PRI 12 2R RIE U o I 2% i e S IRDRUARN [l T[], i L
WA F LA T B MR S U045 o ASTE 2R VRS I L [ Y L8 (8] 1 A fifp DR R B 2 ] i)
R AT AE O MESHEZE . FRATRHE AT A X Sl & ——BOREAL | Bl BB FRAE TR | figpkid
WE—G NI E L TR, R THLAS 7 IR 55

41 HFFEIJHANTE

TERTE B, IREGER T =M PLER A 2T R, 2l 24328 [ EURIbR
A, X = HHR S MBS S (supervised learning ) FOIT-, H H AR I 25 A S5
AR Z R

W2z o) HUR KL —f——HLas 2= 2 R AE W vz O, Sl e s = 44, Plas
2 FE KRBT MRS, BATPEAEEE TRy U/ NS PRI A 41

411 MKEB=T]

W24 ) 2 B sy DL 22 2 R 458 — AR GEE N TARE ), ErTLIAaN
W ABPEMLR B 25 B AR [ id#R3E (annotation ) |, AF5HT I A WU F-#B @ T B >, —
M, ITAER T A2 R R 2 S N LA T B 22T, B2 a0 . a1
FMG s 5 B

BARWEB2E 2] FEAFR M IEIE, (HiA A H 2 AR, FEAREUT LR,



41 MEFIHWAN £ 75

O FHI4ERK (sequence generation ). #5xE— K MG, TR AR KR SCF . P80 A RUA i
AT DI E R R o — RSN A2, A s A F 5 ) BRI

O BEMTFUM ( syntax tree prediction )o 25 58—, UMM AR B A TR

Q B#r#&M (object detection ), £ —TKEIMZR, FEEITREE B AR Bl im— i FHAE X
AN RIREL AT LLFRIR A 25 IR (2506 2 MR FAE , X R MEN I B AR 74025 ) R
AR5 NI Tl (FH ) 2 o] 051 ok Tt 30 A () A A s

O E&453E] (image segmentation ), £ —iKEIG, FERPEPIR LiEI— MG R IR (mask ).

412 FMEBZF3

To B2 2 RARAE VAT BAR IGO0 T - F0 A B 1A 8 A8 e, H H 097 T4 nT ik |
BOE AR . B 2 0 bR G AR T AR OC M . TC M B ) BB A T LA e BE, FEAR
DB S 2, T A T BRAE, Bl E R DL IR . R4 (dimensionality
reduction ) FIERZE (clustering ) HRIEARIT 1A TC W 2 > 7 ik

413 BHEEF3I

H W22 S R W B 2 S W — B, B S AN, [EARIE A —2, A B REA
N THREMPRZEIE 22, RIS EEERA ANES SR 2= . WwBARIEE (R
MEG ARV MR 22 1), (BEAE M A B AR, G E R R &R
R

2N, B4E528 (autoencoder ) J&A 44 1 H W 24 2 BB+, HA R H bRt R 2
ek A o R, 28 AT et 2 B R T T — i, sl 4 2 SCAS i TET A TR 0 R —n]
AE B B2 [ X8 TR RSB S S (temporally supervised learning ), Bl
KRR ABIAE IR | TR, W . B S RTC B 2 2] Z 8] i X i B AR AR
X = AN EAGIR A R AR A S . [ M 2% 20 AT LA ST Al A o M 2 2] sl e W B 2
>, X TAROGHE 12 ST AL 2 N 5

EE ABOETAETENYT, BACRS WAL THERYR, Lo AEF 2. B
SETLEMEABABEET

414 BUFES

SR ASF ] — ELLIR BN 20, (AR kEHR Google 1 DeepMind 23 wlHF H M R H] F-7
It Atari P ( LA JR 7~ T BB A B s K ), HLasy ~ B — 23 ST IR 2 B R G
fEsEAL E IR, BRER (agent) A SCHIAEIMEE, Frr bt {2 i AL T30
g, e T YU BE RGO, HAR AT RS My, X AR
P25 AT L e 5 A o > SR
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FIRT, ey ERAEPIERT e U, BRIERANA BAT AL B AR R, Ha, &
TR A7 S AR RES SO Y SZBRN H : ASh 2 BA % Hlas A SRS BE B %%
spfbsr IR E 25k, SRR 2k

SEMEYIRER

P EAEPEHEAR S ELRE, TEROE LT R RE, EELFTHABILS,
i e RAEJEALE 5 ST AUSARA B e L, FRALIZ T MR L,

O #AK (sample) S#A (input ) : FEANBEA G HIE 5

O AR (prediction ) 24 $ (output) : MAEEA B ke 2ER

O BA% (target): A 5E, st TIM3r4cdB R, HAKALT, BA MZes ot 84,

Q Fm# £ (prediction error ) HARKAE (loss value ) : A TN 5 B ARZ A 6GIES .

O £5) (class): XA PALEFG — 455, Flde, MM BGRETLE, 8B
Fo R AMANEA,

O 474 (label ) : %% FM P £ A AFEG BRG] T, Wode, 4R 1234 5 BRAATIEA
QKA BT, A R T 1234 5 EGGRSE.

O #A{& (ground-truth ) A%7E (annotation ) : KIEFEGFTA A 4R, BF HATIKE,

O =% % (binary classification ) : —#r 5 KAL5%-, HAMAFF RIS AR 5 2] HA L
Freg &P

O %2 % (multiclass classification ) : —Fr 5 EA4E5-, A NFE AR ALK 5 2] 7 /A
AR ERF, e FBEHF £,

O %244 %% (multilabel classification ) : —#r 5 £4E5-, BAMNRAF AR TAS B 5
Mg, BT, wR—IGBAG L TRREA M XA, AL RIZRENIFE B
RS R WA, BRBRAORSANABGETATEN,

Q ##Z®)2 (scalar regression ) : B 472 % AT LGS, TR G Wk L — AMRIEF 89
B, RE B AR R —AE L=,

O @E®YT (vector regression ) : B ARA —ELAL (i — NS T ) 091E5. e
RaF S AME (Hode A RAER 247 ) BH4TE), ARk EmER),

Q J## (mini-batch ) HHF (batch ) : BRI g — D3R5 H A (HAHGE T
Y 8~128 ), HAHBGAFI2 9%, AT GPU Loy A48, I%er, aE
FAR AR E T F— R T e 247,

0

4.2 VHENESF SIIREL

TESS 3 BN =B, FAPR BRI A28 . U Aiiee . JA 15 el
SRR R AR TR R B X BB EA TP, AR T 5 0L AU LRI fE, = MRS 4R
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EEE. WALRUL, FEEIZRREEFT, BORTEINAEE ERPERELG A EdR i, (HAERTITA UL
Bl EAPERE AN PR B THIR T I

Pl 2 1 B 10245 20T LLZAE (generalize ) (UBEAL, RIFERT AT A UL EEE R IARLFHY
B, TS AL WA M s o R FLRERE T mT ARG S, o LARESS RI 5% M i B AR (472 fk
RE AR BB S5 LR ZARRAR 1005 DLSCRRZ AR RE T B R AR 7 125 0 AR 19 HE A 21 ]
ez ALRE S, RIVANTPPAG HLAS 7 I R

4.21 &, WIEEMNIKE

DA AR B F SO R R o =AM UIRAE L SRR A A . TR ZREE B2k
B, FESGTEEEE EIPARIN . — BARB] T RS, e s I

Raragssnl, MAEARNEMANES: —DUIGREM— DL eI LUIZRE, &
JEAEIIAE PG, AR R A 22 |

JEATE T IF A I S T ZR TR EC e e 2 g 2 ) [ X AR ) R
S¥ (hyperparameter ), PAESHAISH (HIACE ) XOpJF o XNy i R i 2l AU AR 56
UERHE BRI PERENE N 85 5 o XA A I B AR — R S AR SR ] SRR
PRORORECE . Ik, WARIETRONAE IS A PERER TR, SRS B AR
MR EEHE, BRI RIS - IR d o it

TG — IR SCHEE TE 2t (information leak ), FRRIE FARIBIAEIIELE YRS
PR S R, oA — Sk TR (5 B ER 2B b AR SRR —IR,
MRtz B 15 BARD, BUERATIOR ] DLl SEs A AR, (H I RARZ R 2k —id fe (147 —
WESEE, TERESRE BIFAL, SRGHRICB O ), IR 20K A7 Ok 2 1 5 T IR A0 5 B R
PR

B, RSB RB B E SRR EAPEREAR T 4 (A& R ), RO IE AR AR H B
PR IR AR S i EAOPERE, ARSI Ervkae, IR 2 — g e
AR R AR WL RS APPSR, RIS . IRAORR — 5 A REEEC S A R
MRS S, BEAERHE AT o ASRIE TR PR R R R, IR AXFiz AL BE T il e
JENERHY o

e RdE 3 7 N ZRde | Bk SR A A n] REB S RAR MR 5, (HAnSR il P ERAR D, b )L
R 70 T LIRS, R0 AN 22 =R 2 i A5 7 1. BB B I IAIE . K 4T IRGIE,
AR A TR R K ik,

1. B AU B HH e iE

B — 2 LB A B AE RS o AR B IR, AR S AR AR L PPAG A,
WETEr, o TR BER , AN REIE T ISR R TR, B DU N IR B — N RIEE .

B 35 UE (hold-out validation ) AR EI ULIE 4-1, ARASTE L 4-1 45 T LR HASEEL




A bR 2 A B R
r A A
. Y
pIIE S A
N . b A
FEIX BB 53 Bt |- {EIXEB S Bt 1
R PRAtfs 7

B 4-1  fAi R SR R oy
REGSES 4-1 B IRAE
num_validation_samples = 10000
np.random.shuffle (data) <—— BEEZITILHIE

validation_data = datal:num_validation_samples] <— ENXIEE
data = data[num_validation_samples:]

training_data = datal:] <— EMIIEGE

model = get_madel () U2 IR N G A
model .train(training_data) A TS
validation_score = model.evaluate(validation_data) FHERIEHIE DITERE
# AEARTVORAN AR . EHIA. +E, REBFRBT -

model = get_model () —BEBERSH, BERE

model .train(np.concatenate([training_data,

ity | AR EM ST

test_score = model.evaluate (test_data) SRR

RO A APPSOk, (B — BT WUER AT EEAR D, 82 nT RESG UEAE A (4R
BERIFEABURAD, IJGEAE G2 EACREE . XA RBUR A 5 A8 A2 RAE 1) 73 Bdle iy
HATARIIBENLITHAL, RS BIMBIRMEREZMIRAK, IR DN, & TR K 3T
WL SR K PTRE, BT — R A 7% o

2. K #r38iE

K ¥riiiE ( K-fold validation ) B £ 53 43 A K/ MAHIE Y K A0 1K, XFTREAN X 1, 7R
A K=1 A3 IX EYIGRBRS, SRIGHEAPIX 1 EIPAIERY . e85 T K N5 FME . it
FAFE RN — MRER 5, AR RE AR, IR AXFOEARA . 58 e
—FE, X T B ST A IR UE SR TR OE

K P28 I UE )7~ 8 B LI 4-20 ARADIE A 4-2 25 T HL s ol
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PR RIS A34 45 X

r A N\
. ‘ : ; w0
FE1r { S IE gk gk 04
2 . o ; _ e )
F24r { 2k IBIE gk 04 > jrns
N . . . _ . A
39T { gk Ik IGUE BiEs )

& 4-2 3 Pk

RIGEE 4-2 K Prae URAIE
k =4
num_validation_samples = len(data) // k

np.random.shuffle (data)

validation_scores = []

for fold in range(k):
validation_data = datal[num_validation_samples * fold: ‘iﬁﬁijﬁﬁ?ﬁﬁﬁlz
num_validation_samples * (fold + 1)]
training_data = datal:num_validation_samples * fold] +

data[num_validation_samples * (fold + 1):]
FERARKBIRERNEG IR, 5,
+ BHERIIREH, T2k

model = get_model () <
model .train(training_data)
validation_score = model.evaluate(validation_data) BlE— A ST taa
validation_scores.append(validation_score) - .

S (RN

validation_score = np.average(validation_scores)
RAWIESH: KITWIE
model = get_model () AN SHEHTE

model.train(data) N
IR Ul
test_score = model.evaluate(test_data) LINSHLARE

3. T HITELAIRMEE K I

TSR AT FH A B AR XS B D, TR SO BT RERS 0 P A A8, IR 4] LR A+ T LA
P EE K YriiiE (iterated K-fold validation with shuffling ). F& & Bl Fh ¥ 7E Kaggle 7o 3%
SR BRI R 2 AT K Tt , FERRUCKEAR R 73R K A3 X Z H#R e a1 AL
B BOR TR K Pri b s B P E, R, XAk — LN ZRAIEAL Px K AR (P
JE U, HHEAMER.




80 %45 MBFI A

4.2.2 THHEIRBEFEIEEIN

PERARITPAL ki), FRBE R AT LA,

0O HIERFM (data representativeness ). VR A BRI 2R B Nl B AR REAS 1R 4 2 kit . 41
mn, PRAEEXECF R T2, T EGAEAC RN 1Y, RARRE T 80% 7E A
AR, FAE 20% EMIINASE, IBASFEOINGE S R &2 0~7, millilEp Ha s
A5 8~9, XMEEIRBRRIB TR, HIRHE WL, Kk, EREdER] o Rl 2R fiii4E
T, RN IZRENLIT EL A o

Q BBk (the arrow of time ), UNARAHZARYE T LA K (FLANBARARA. eEUES
&), W2AERN P EAE TR DO BT AL, P oaX 252 s E)itt 88 ( temporal
leak ) : VRAGEEEDEEZEAR B DA RIARONG . EXFE T, RN IZIRZH P4
Hh A B AR A TR AT Bk I R S A

O WA (redundancy in your data ), ANSFEECHE H 9 FE S8 S B0 T PR (X AEBR S
AR 5L 53 UL ), IR AT TELEE I 40) 23 BN 2R R PNk 4 25 R B0 22 Mg uESE 2
B AEHRE TR . MWRICR Lok E, RETER N2 8dE L IFAh R, soORm R Re ) —
FE B AR I 2R FE R I AR =22 [A) AT 238 4 .

4.3 BERTMALIE. FFHETIZFHFIEF S

PRESIIPEAG Z5h, FEER ABRSURERIIT A Z R, FRM b A 25 i pRe o — A EE R K icdiedan
APRZEM 28 Z 11, U] i 2 s A K A FL AR 7 V8 228080 UL T 1 AR AR AR B SE ARy
GUSARSER CHE A RSO Bl sl MR B ARG ), FA PR AR5 25 i) S Bl b A 4Rk BB N 2
BUAEBRATTEEA 21 B A K Ul I ) HEA T 1

431 MEMZAEIERLIE

Heym Ak 2R H B2 AR S 0E T I e 25 A B, GO dE T Al BRifEdl . AP
(EFIRFAAE S

1. @E%

22 0 285 B4 BT A i AR R R U 2 SRR (FERRE IS D0 R T LU Rk R ). TEie
Wb ERAT 2800 (PR RIMRGE SR ), HRL B Sels e i o sk i, X — IR SR R E L
(data vectorization ). BN, FERTHIPID ARG, THAERSCRERE R LGSR (R
RIGFI)), RIGFATH one-hot Zitthfs HAFeH ol £loat32 Ak, fETSRT M
MBI B, BdEtgemsEta, Briln] Dgkdix—=>,

2. [EFREL
TEF SR RABIT, THR I GRS B S o 0~255 T Bl I35, Rom IR (EL
WX — Bt A Z T, AR BRIl £loat32 A XOFRREL 255, XFEREAHE] 0~1 Y5
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NIRIE B TR, TN G5 B, IR BT REAEAT £ RO [ B B, A7 LERRIE 2 A/ N T A
HBERRIE SR A X R AR, X — B i A 28 2 /1, AR ZEX B RRAE i ichs b, fiff
HIER 0. brifEZER 1,

— R, R BUEAR XS AR B ( thn A, SACE IR ERAR 2 ) sl i
HdiE (heterogeneous data, FbUNECHE ) — NERIELE O~1 YEFEIN, 55— HFIELZE 100~200 JEHE A )
A ML RGN, X AT RE PR B BT, MR BN 4 Te RIS R
TR R RS ), i ABHRIZEA LU FHIE

Q BUERN: KIIHEHNIZAE 0~1 YEF .

O EFRM (homogenous ) : A FHIE A IUE AR N 12 4E K ECH R AITE LI

BEAR, T SRR AS BRI D AR L, T HARA H, SRR —E B e 1 (fhn,
XT3 A A R AN T B 2080 )

Q B RREE s L, OEIE R 0,

Q KB MRIE S bRk, A HARMEZE N 1,

T Numpy $CHAR R 5 5200, _

X -= x.mean (axis=0) s = TRTNN
% /= x.std(axis=0) g x 2— KA (samples,
features) R _45E[%E

3. ALIERRKE

IRB Rl R A T BE A SR (R BIANTE R BB, S — AR (s R 514058
0 951 ) JEASILIRR . AR JE T A REAHR BAT IR AR A3, (B A 0n7 ABEEAR AU 2R s
s R 2 A BRI

— KL, XTI ML, R ERCE R 0 R LR, HE 0 RR B UNE, M
SRRERE WA 23] 0 TIRFE BRRENIR, JF H o X ME.

TERE, AR T ] BEA SRCAE, 1T R 48 SR 7R B S AR A LR, IS4 k2%
AT REA 2 B RRAR . FEIXMIGOL R, ARREX A A 8 — 28 A BRI I R A . 2 Ul
—SEYNZRAEA, RGN R IR T e G B RELEARHIE

432 $FETIE

FFIETF2 (feature engineering ) ST H Ay ARELZ A, AR A COCTEdR FpL s
S (X EAEMZR ML ) AR B A TR S 0 A8 4. (AR B 1Y ), DAMCGE R
B, ZEUAGT, — L= BRI E N 58 AT B EEE h i 7% ) . IR B 5
N IZE TR T 2

BAPRE —AEMAB)F o BOARAETE & — AR, S A — A aep g, BIRIEE NS4 X
BRI TE] ( DLIE 4-3),



\\\\\\\\|/////// \\\\\\\i ////////

JEAR K - = z =z =

u B s = §

B EME 2 S 2 s
K\, AT

PURRAFRRAE . (x1: 0.7, {(x1: 0.0,
PR e IAbR v1: 0.7} yl: 1.0}

(x2: 0.5, {(x2: -0.38,

v2: 0.0} y2: 0.32}

WAL thetal: 45 thetal: 90

W% M theta2: O theta2: 140

Pl 4-3 Wb L st B (] i) Ak T 7

UERAREE P R B S IR R A N ARl , IR A0 PL a7 > TR DR AR TR . R 2
FHAE R 22 28R R AN TR RS, T LI 75 ZEAE SRR A TSR BT IROR U 2RI 4%

(R RAR DB o B R R 1A AR (ARFIIE AN 18 AR b L pgmbia) ), 82" LUMHL
st A PR AR B A R AR, LEANPR AT RIS 5 47 Python JAIAS, FREMEhHEEH0T 19 G
BEIF B NRE R (x, p) bR, ARG RIS, —DRERAINLAR > Bk pnT Lhoe i
AR BRI [ X S 2R

VRE T LA — 22182 AT ARARAR S, K (v, y) AEBRFARO AR TR DRI AR bR o ke
B AL T BB EEH A thetao BUAERRAIEGE R URTRARH T 5, RN ZHLE
2], DT B i IS B T A R LA TR B I 1]

DRI TR AT . IS fag SR 7 SRR R, AT el () ARG A 5y o " 1 o 2
DRABRigE [R5

REESA ) INBLZ AT, AR TR AR H 2, POV IRZRIEBCA 208 R RS
K H AR . BB BB RRE R T A i R R G H 2, BN, BRI k2%
FE MNIST 207 /0 28I AR Z i, HoAi B D5 vt R S TR A A O RAAIE LA PR
PR RGP RN TR R RRERNET R,

TS, X TIARRE ), K RHE TR ANTE 20, DR i 2 0 4 R % MBI
Kb A SR BCA IR . OR R EIRAE , R IR M2 ML, s IO O RHIE T 20 ?
HAJEREAE, A PR

Q RAFRYRFAEATISR AT AL AR HTSE A A B8 I DU st fgp e [T ol ol I UM 22 I 450k

e G TR DN PR S TS
Q RAFAYRFAE T DAL S A AR i pRe Rl R BE 2 SRR [ 2 > eI ) RE T MO T
RERIGEDE . R AR IEA, IEARERE RN E R AR 2,
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44 TUESRUE

b —2r = (B . EE RGN I ), AR B B uEE s
FHERE BRI LR e ik Bl i s i, ARG TRIG TR, i, BORARPR e I 28 ds Eor iR
P&, TG ETIANLA R g 2o b B S G X E IR ) B2,

Bl 22 > BIARAR (R RO DA Nz AR Z [l X ST . AE4E (optimization ) J&F8 T 1B LIFE I
GRdE DR EENERE (RIMERFE I ES] ), 1MiTZH (generalization ) f&45 I 2kl MR L /E
HIT AR DL A R MR RE IR . ML 2 1 H B YRR 8 RIFrz fb, (BRI SNZ AL,
HAEEE TN B a1l

WG aET, EACFIZ AL AR NZREE L ryfi s )N, st Byt dik/h
AT E RS (underfit) 19, RRASAT G B2 0], 4563 AT X U 2853 Hh A A A
A, BENGEdE FER—E R G, AT R, BUEsiR oA, SR TR A 22,
RIS G 0 X PR T 4 2 2T ASURN 25850 A o A, (R b X0 S 5 i o 14 /2
FEIRIY BTG C B .

AT B LRI N GRS 2 B AR BT O BRI, SMBR G ARRINE Z a4
g, BRINGEIRE, ZALRE T FAR MY IR G RBCE 28, I de 7 ik
PRI ARV S B, SOV SRV I B A 2y, G —A M2 R g e fE LA~
B, AR AL FE S ah AR A rh 2 ) I A BB, SRR R W RBAS 2 R4z Ak .

AR LS T B IUAEE 4L ( regularization ), FRATTSEA 3 LR R LAY IE AL )5 1
SR Ak, AR 3.4 5 0 HL S /Sl

441 BUNEZKR)N

B 1 35k FULA 1 e T SR s R R B R RN, BB ] 2 ) SN B (X R )2
BOREEZ I I A ), FETREE 2R 2 v, AR rpn] 24 ) S008I B0 # gR R Y S 2
(capacity ). FLW FRE, SECOEZIETHA E KIIZIZAE ( memorization capacity ), [HIEE
ARV ZRREAR H AR 2Z [ A 2 25 50 S 1) 7 Qi X RIS A iz Ak e Fr . filan,
A 500 000 P~ " HEHI S BB, BENSELFN A4S MNIST YIIZR4E b AIr A K074 i A28 5 ——F8AT ]
HFFLE 50 000 DNECFEHARRTR 10 > Z3E 61 S50 (XX T3 FREA I /- R 2 TC AL
TRAALT . IR SR R R KIS VIS, BRIk E Tz 1k, MiAREE .

LA, IR M EIC G IEA R, WA A S et ik, b T ik /Mt
W 25 A 2% H A ELA AR S S0 RE ) A9 R4 o, X I R RS R s o o [RIHE
oA, RMEH BRI Z A RS2 S5, RS, BB R ic i IR . R
ENAXSBRERBZMERE|—Prd,

AERIE, WA — DR A RRE @ B AR 28 2 AR /N, RS — RIS
[ P50 ( SERIEAEIUESE LIEA,, WA RENRAE ), LUE EdE B B BB RN
BB G E RN, — B TAER AT AR I B B D R S8, ARG B in 2




$4F MBEFIA

FOR/INEIE IR, BT R s S8 A5 2 AR S M S AR/

FNTER IR R ZE Fil—TF o AR RZ8 A0 T s .

RGBS 4-3  JELARR

from keras import models
from keras import layvers

model = models.Sequential ()
model.add(layers.Dense (16, activation='relu',6 input_shape=(10000,)))
model .add(layers.Dense (16, activation='relu'))

model .add (layers.Dense(l, activation='sigmoid'))

BUAEFRATT 28] T T A B/ N R 2R R E

RADER 4-4  ZEh B/ YK

model = models.Sequential ()
model .add (layers.Dense (4, activation='relu', input_shape=(10000,)))

model .add (layers.Dense (4, activation='relu'))
model .add (layers.Dense(l, activation='sigmoid'"))

Pl 4-4 LUEE T UL R 46 55 5 /N R 28 R BRI 2 o IR SR B/ N 28 RO SR TEAR G (L, 5 i

I RIZE BB IE (TFICAE, S/ NB BRI 2 X 7 S A AR ),

+  Original model ke
® Smaller model +
0.7 s
+
% 0.6 1
2 +
s .
= | +
20.5 ° o
L + ®
> + + P .
0.4 + .
[} b ..
+ ” °
031 g o ®
- + 4+ .....

2.5 5.0 1.5 10.0 125 15.0 17.5 20.0
Epochs

Kl 4-4  BEORZHRCT IR AR . /N R 2
WRBT UL, SN R 28 Tt i L RO 220 T 228 2% (R 6 fe)n TR G, s

H 4RI ), M HIHRE G 25, ERTEREL 2 R R

BAE, 9T hrbe, FATH AP A — DA R M2 (AR T RS ).

. N kY ,/—\Q‘# .
KASEE 4-5 i RIMRIR
model = models.Sequential ()
model.add (layers.Dense (512, activation='relu', input_shape=(10000,)))
model .add (layers.Dense (512, activation='relu'))
model .add (layers.Dense(l, activation='sigmoid'))
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P 4-5 7R T HERIYRIL 52 M PEREXS Lo B S0 BRI 5 Y S IER R, 52
Jih 19 245 4 36 E 0 2K (L

o (g Original model e o
® Bigger model o o
0.8 ° L4
° L4 o + +
° . 3
g 0.7 ° Y +
2 +
c [ ]
_(% 0.6 +
el ® 4.
T>u 0.5 [ ] +
+
° [ ] + +
0.4 +
* +
+
0.3 L

2.5 5.0 7.5 10.0 125 15.0 17.5 20.0
Epochs

P 4-5  REBUZE XTI UEA R A2 - ST SE R A R 4%
FORA ML Hd T —R ot R U, e d ™ E . IR AR st R
P 4-6 [Alint 25 1 T IX S RIZ8 YIRS . AR L, SR M2 Al ZRait R AR PR AR T
W2 R A RO, EREIIZREE (EIRBAR/ N INZRIA ) AR Ratre, (B E s Sl s
(FEONGI RGN R AR RIESR ).

® +  Original model
® Bigger model
0.4 99
n 0.3
wn
s &
o
£ °
= +
s 0.2 .
= +
° +
0.1 &+
Y [ ]
) PY é + ® i,
[ ] ® g
0.0 1 ° ° ° ° e &

2.5 5.0 1.5 10.0 125 15.0 17.5 20.0
Epochs

Kl 4-6  HREBSZERRSUNGAR R AREI 4 R R 2%

4.4.2 RMANEIENL

PRA]REHIE AR 43#) 7] (Occam’s razor ) JEFH. WNAR—{FF1EA MM fRRs, AKAafnlfe1E
i ) i R A 2 A T B IR A, BRI T D BAIRAS . i R PRAIE F T A e N 48 22 B B . 25
TE — S| R RN —Fh 25 204y, AR ZAACGEE ( RIRZARBY ) AR ] LU BRI SE 4 s . i BRAR
RG2S Gyt B o
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XA TR EBAERY (simple model ) JEFESEUE M FMHEE/INFRIRL (S SHCE /DRI
b —1mEF ). Bk, —FhE WA R LG i ik Tftmﬁ'iﬂrﬁhtﬁiﬂﬁ/\FJEEXK/J\EI’J{E
AT R AR TR ) A2 A i, o (A A (B Y 20 A S I FL I (regular ), X A 7 e MY VEARE IEM 46,
(weight regularization ), JHSZEE 5 2 I2 1] N 465 451 2% R TR A I S5 B RAE (B AR OGRS (cost )o
XA AT FIE R,
O L1 IEM1E (L1 regularization ): TN A S 1 E BB A 4e33E [ ACEAY L1 SEH (norm ) |
WIE .

Q L2 IEEM4Y (L2 regularization ): TN NA SE R BT (AR L2 S88) MiEL.
M) L2 TENAE B ARERR (weight decay ), AP R B2 FRfEIR, FE R
5 L2 IEWEAE S LR AR R .

1€ Keras H', B IR EE 1E WAk 14 J7 35 02 1n] J2 4% 338 A E IE WL TR SE 451 ( weight regularizer
instance ) YEROCHEFSEL, T ONMCHDEE ] L2 ITIE 0 2 s Iin L2 AR E Nk,

RADEE 4-6 A AT L2 ACE EN{E

from keras import regularizers

model = models.Sequential ()

model .add (layers.Dense (16, kernel_regularizer=regularizers.12(0.001),
activation='relu', input_shape=(10000,)))

model .add (layers.Dense (16, kernel_regularizer=regularizers.12(0.001),
activation='relu'))

model.add(layers.Dense (1, activation='sigmoid'))

(0.001) MR EURRZAEEM MR RECER N SR 0,001 * weight_
coefficient_value, &, M TXMESTRAENSGESRM, A MRk &

Fel i ok RARZ .
Kl 4-7 o8 1 L2 IEMMEARST 52, QupR e UL, BREPMEERL A 280 B TRl B L2
ENAREARL () WS HER (+5) BEARS LIS
+  Original model T %
® L2-regularized model +
0.7 1 %
é ah + )
%0.5 " '
>0.4- s +:..'o.'..'.
: o ®® ¢
o o © bt +
0.3 o B

2.5 5.0 15 10.0 125 15.0 17.5 20.0
Epochs

P 4-7 L2 AU IE AR S0l 6 2K 1 52 )
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PRIETT LA Keras AT 3 SEACE 1E WAL ORARES L2 4k
KBB;EE 4-7  Keras AN [A] P AE 1 WAL I00

from keras import regularizers
regularizers.11(0.001) <—— L1 IEN{L

regularizers.11_12(11=0.001, 12=0.001) <— [ERFM4 L1 %0 L2 EEM{L

4.4.3 5hn dropout IEN{L

dropout S22 R 2% fe A At B B BV IE N T A2 —, BRI ZAEZ R Geoffrey Hinton
MR 22 ETT R o X3 — )20 AT dropout, A& 7RI Zrid B2 b BEALRE 12 )2 19— 264 Hh R IR &
FOBERO0), Bl iy, Fo—2X0 45 e i AREA IR BN % & i (0.2, 0.5,
1.3, 0.8, 1.1), fiif] dropout J5, X/~ 2AJLEEYLAITCR A 0, L [0, 0.5,
1.3, 0, 1.1], dropoutttZ (dropout rate ) JEHIE A 0 BYREAERT d7 1Y LL 7], 38 % 7E 0.2~0.5
TN . MNKIAT TR 7, IR BO% H ETE 2% dropout FLARG/IN,  POMIX I HEIZRIS
AR RICPITE , T 2P
A — A& 5 )2 i 1 1Y Numpy 56 B layer_output, HJEAR N (batch_size,
features) . YIZMF, FRATHEHLKREAE R h—E 2 EBEN 0.
layer_output *= np.random.randint (0, high=2, size=layer_output.shape)
W, &5 5@
B H A T
I, FRAT T4 1 4% dropout FeR4a /N, X BHLFRATARELL 0.5 (AR &5 T —2F 1 5TT ),
layer_output *= 0.5 <— AT
R, N7 —d e, AT LR AN s AR SR BEA T, Tl i i PR E
X H RS BT I (LA 4-8 ),

layer_output *= np.random.randint (0, high=2, size=layer_output.shape) <—— JIZAT
layer_output /= 0.5 < FE, 2REEBIBATAR 2545

03]02|15]00 00]02|15]0.0
50%
06]0.1]00]0.3 dropout 06(0.1]0.0]0.3
*2
02(19]03]12 00(19]03]0.0
07]05(|10]00 0.7]0.0]0.0]0.0

P 4-8  YIZRIHS S R dropout, IFZEUIZRIS L BIME I o K B0 AR I DR A8
XTIk AT AR EARA LA PEMIBEE . BN AR IR 57 Hinton Biflf) RIEZ —




88 %4 HLBF TR

KA THRATHBIRVENLER . A CAiEkul: “FREBRITE % . MR AMEE A, TREK
() — A4, MR AIGE, (HATZ s okt Lo FAEM, RAT T/EA RZAE
DIRVEARTT, M1 Z I BEAAAEATT. XIEFREIRE], FEREAEEAS T BEALINBRAS [F] AG 355 74
26, TR IR EATRIBIE, PRI AR LA " © A O B AR 7 2 (B rh B | A
FTHEA B3 1 ESRBE (Hinton FRZNBATE ). QAR BA MRS BT, ML0RE S0 M Sufl s Ak

1E Keras "1, /R0 LIl Dropout 2 [ 25 H 5] A dropout, dropout H4-#% W H T Aif il — )2
i

model .add (layers.Dropout (0.5))

FA 1w IMDB M 45 HE A4S Dropout |2, KB — F eI M IE IR

FEE 4-8  [1] IMDB M4 H Rl dropout

model = models.Sequential ()

model.add (layers.Dense (16, activation='relu', input_shape=(10000,)))
model .add (layers.Dropout (0.5))

model .add (layers.Dense (16, activation='relu'))

model .add (layers.Dropout (0.5))

model .add (layers.Dense (1, activation='sigmoid'))

Kl 4-9 i TESRIIED R . FATHRER], XAOERPEREM LS % ML A I AR =

+  Original model +
® Dropout-regularized model *
0.7 A +
%
% 0.6 1
2 +
S 5 pe LY
= + ®
§ 0.5 N ® e
Gy + [ I 4
> + +
0.4 # g i
° o ®
+ " °
] + [ ]
03 o g * o o [ ]
2.5 5.0 7.5 10.0 1255 15.0 17.5 20.0
Epochs

[l 4-9  dropout X B iEF 2% 4 52 R

BEE—T, Bk M A 0 E O A
Q R Z I 8

Q /N 28 7S B

Q A 4k

Q 7N dropout

D 2. Reddit M3 EAIITE “AMA: We are the Google Brain team. We’d love to answer your questions about machine learning”
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4.5 HFEFIBATIERE

ARAHGA Y — ] F T A RAE AT LA~ > AL A0 AR o X — B AR PR AR B2 B Y 3
SR SR TE R MEUE S VAl RHIE TR ARG LA

451 TENXOE, WEHEE

BT, ARAIUE S IR A RIS
Q IR AR 27 ARETIIA27 RATIA PHR IS, 7R fes: > B r
F. e, A RINA R HE R EARE, VR4 e T i eI T IR 2R
PRI, Bl vl PR X — B B RS RR TN R CBRARRA IME A E AR YR Bl ).
Q PRI R AT ARG IRy 2 PRI, 220 2SR A (] T [ i ] U R R
WIRZ IS R FE R AR, PEInERIE | AR T 7 B Rl
TUA B TORVEFFAR I | 1% s
HATWIRG Th A i DRI B, RA BEEA T — BB ERRTEX — B BT i _
B .
Q R 2 T LORGE S A AT B0 A o
Q R R LS RS2 RfE R, LA~ i A Z A1 E R
TEIF i TARRARL 2 i, X8 ORI, SRR e BB, JFARITA R REAR T DU ok, Al
ETRETMAXMER Y RG], JEARWRE XG5 28R E B Yo filan,
PRABRR A0 5 S S A 0 1) 13 S AR R BTN L BB A 3, IRAR LB A T RERE AN, TR g s A
AR SR Z AT T I A5 B
A —RICE MR A RRR % HE , ARHUEAEFAREE ( nonstationary problem ). fRI{RAE
B IR, IFE—D A () BBHE B, SRIFTEARIFIR A U451
— DR, AWK ARG AR SRR 21, BRI S AE LA H AR B2 —A
FEPRIER . PR AR R XS G BEE I AR L . 7ERXMIEOLT ,  IEA A M S AN st )
PR BRI, l 7 — A DU A2 B I ) ]URE A el o X IR ey Sk ik o
SRSV, JUAR RO I IR B =3 A, (B 20, 20— 4R P A (] £ A
— A
THICHE, lasss ] HAEHRICAZIN RS h A7 7 i IR FLRETR 8 8 UL 3 i ARG
e 2 B8 LN RpLas s ST R BN, ok A E— MRS, AR AR 5 id A
(B SAETEIFAR L .

4.5.2 EFEERINAIER

BRESl—FRY), T ERE A T, B, SR AES R E S A EE? TR
# (precision ) FIH FIR (recall ) 7 % PR R MmO FE AR TS 5 R E RIS pR gL, B
BIRIERAAT 2 0 BN HIEESIR BAs (k55 ) PR —2
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X TP o ) (RS20 i Al BEMEARTE] ), R AN F 4R E AR T E AR (area
under the receiver operating characteristic curve, ROC AUC ) J&¥ FHIFE b5, XF T2 B AS -7 1)
[/, ARAT DA FHE 2R A 1, X TR R 2 R4 28, ART DU RS 20 e 35 (i
(' mean average precision ), [ & XA i U FEAR AR B UL o A T M 45 R B 227 > i LD 6 i
FabR DL B SeFg bR SR R AR &R, RAT RANYE Kaggle Mt I BERI A58, LR
T RS R R RS R R

453 MREFHGE

— ELWIHA T EAR, VR E A i S BT AR . TR 2 T =R LB T A

Q BHIIESR . B RIS i LR X A7 1%

Q KAFRZXEIE. AR E R UERREAS R, Tk GRIE T aetE, IR ARDGZ SRk 5k o

Q EEM KAFWIE. IR AR BERARD, RN PEAL SR 2R iR, AR A%
XA

A =82 — RZEGHT, F—FI7rk 2 L 2 25K

454 EEHIE

— B8 7RG A - B AL R Tk, IR AR LT B AR IR T
HE SRR R A, AT LU A BIPLAR 2 B rh (i RSB RU A PR BE 22 R 2% ),

Q WA, ROz R A D 5k

Q X LK B A IRUEIE B ROZAR OB NIEL,  FEAnTE (-1, 17 IXTRIE [0, 17 IXTA].

Q WERASF AR BA A R W BUEVE R (RBEdE ), IR ARzl .

Q PRATRET BRI TR, R/ NG )

A8 i A A F AR B sk s, ARt n] LUT AR IR T

455 HFELLEEFFHIER

X— By HAR 2RI G ThE (statistical power ), RITF&—AS/NEURGERL B REAS AT AL
FEALAYEENE (dumb baseline ), 7E MNIST £U74r2S i, ARG E R T 0.1 AUBAYER AT A5
HASIRG 78 IMDB 65, ARG BT 0.5 MARLES il LA AT Ge it 23k

TR A —E BRI RESAFGE T IR WRARZAR T 20 & B 2 5 Th SR JGTEF T M REA LI
T2 5 R ] RS2 [l 24 S EANTE R A B o B C AR T A B4 o

O RS T AR s A A T F0 A

Q Rl HEdR & R 2 EE, 2T AR 2 [ E &R

B AR T RE ARG, RIS AR TS ZE MK B 4R

WER—DIF], YRIETELBERE = A KA SHORM A — A TR,
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Q &E—EHEUE. BXF S AT AR BR S . filin, IMDB 2R 5 el n — 2
T sigmoid, [FIHRYHIFIERSS —ZBA MG, 5%,
O R R . B0 1% D C AR 2 il e 1 [ (A 2 A0, 91 i, IMDB (% f91] ff J] binary_
crossentropy . IE]UEI EWH’*@EFH mse, %%o
Q MHEE. REMHMFITIER? #8227 REEEUT, @M rmsprop M H
BRIARY 7 2] AR RAZ N
KT RIS, , T 20, BRI B RIS S A e R A —E SR AT AT o A
MELCREAE bR AL 100 2% pRE, BERE , 012K pRABCTT B AE AT /N R cdl i BT 31530 ( BRAR 20
T, RS, UK KB A T RY ), T HIS AU nl R (A5 ek FH B 1e)
ARARINLRI LS ), Blhn, |z B /3254855 ROC AUC SiASRERE B E0iAb. TRIAE Sy 26455
W ILR R ROC AUC IR RERDR, Heanse S . —Mokeist, AR0T LA 58 SURS )N
ROC AUC ik,
A1 PN TR WL IR S Y ) B i — SRS MR pRs, R AR AT IR %

T 41 AREEEREME &S —REIEFIRK R K

)RR AR BEE—BHE EAESE
= S sigmoid binary_crossentropy
2o, HbRZE ] softmax categorical_crossentropy
Loy ZhRZEN sigmoid binary_crossentropy
mUHENEEE x mse
[ %) 0~1 G N I E sigmoid mse B, binary_crossentropy

456 I AREBHPR: FLIUSHIIER

— BRE T BA G, RS T . BRER R SRR R G HA LS E
(2 SRR R T filtn, VA BN EORUZ B A I BICRY M, 75 MNIST [A)
FEAG I, AR R DR M D e, SEICAE, AL ) AR AR R R S AR
ZALBIXIAL, BAR R BALE MU AE AU S AT LA AR b, FER B R AR R AL L
N THREIRZRL, RO,

TR REARTT E L RAEEAL, L AUT K — N G RORRL, X AR

(1) BIEZH)Z

() ik RERER,

(3) MLRHEZHIHIK

THRAME SN IR A, LUSARBCO BIFE AR B VI (AR UE B SRR R B
RUES IR ERITERETT IR T I, ABAmt Bl T s

T BB T AR E AR 1A, DA AT e R B, BEA IS AR K IUG
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457 BREFNECSRATHESH

X — A R A PR [A] ) < AR AT B R TR Y12 AR SRR LT (X AR ).
PRI AR, ARG X —id 8, EEIBRLA R RAEMERE . RRZ 2R JLI,

Q %N dropout.

Q SRR . B el /D)2 48,

Q ¥R L1 A1/ B L2 ERE,

O ZEURFRESE (LR R R M EEIE 2E 2 %), DR RAERCE

Q (Al ) ROABMURFIE TR . SRR OE SO B A 5 B i AR

TR B IR IR R A SO T PRI, ER oA e FE 17 B R B A A
R REE LK, B2TREE,; (HURRGEMMERITF 2R, RAS FEEAN RE S i
PA CRMERIR I B BRSO IEE O LI ). X SRR e F 1 AT Sk

— B R NA N EBAEC S, VRS RT AZE TR AT R (N2 + 3o uEddis ) Ll
DRl AW PR, SRS TENAAR b E PP —. WA By vERe b g g 2R 2,
BB 243K AT RE A VR SIE AN AT 5, B R AR IR B SN AR S0 R B s i Bt 1t G
FEXFREOLT , VR TT RET 24 FH N o] S PPAl i, LUANEE & 0 K FriiE .

KRENEGE

Q E SRS ZNZRA R . R S, AR B HTE AR R Am T 0

Q BEREA i () ) (bR . AREAEIUERE [ Il sl b 7

Q #E AT BINIRIE? K ITSRiE? RIZHs W — i o Bt T 3Rk

Q PR — A AME A p R, B — A HAT G DR AR

Q RS R

Q ST RORTER IR L A PERER BEATRRL IE AL S8 W B S E. VFZHLE S I I SETEAE
FOGER—8, (HfR—E 2B TR



Part 2

iR B F 3 L%

B4 59 %, (RAFEIT SRR IR A VR 2 5 DL SE MUY FT0 . A B T
TRHESE ST RSB . AT R B e85



k

REF R ERR

&

AEGHFEUTHS:

O HfE R 2R 2% (convnet )

O i AR R AT LA

Q {0 5 06 R 28 X 48 R TR AR B R

O OIS B 2 N 4%

O K U 28 I 28 2 1 g PR 25 S L anar it o 2 Sk T LAk

ARERENREPI 2L, B convnet, TIETTAMLILSE BT L-F-#B A8 () — PR
SR ARA S BRI 2 I 46 T T R RN, R 2 AR LE I ZR i e A5/ Ny TR R
R TAR R T AR R IR S A R, AR R iR W A I 5

51 LEFHZEMEE T

FATRIRA VR EBUZ M1 R, DLCEAEH AU AE 55 Lo Al s (HAE
W2, ARG — AR R ETN 2R 5], RV Z 466 MNIST 20596154y
R, RAMEFEAOMEL 2 EHIBRELM AL CHRF IR N 97.8% ). BAAAHIH 95
PR P2 AR T o, (FUHORS B2 o I 5 2 BEAO AR 4G

ISR 2 R — R B B 2R 2% . B Conv2D JE R MaxPooling2D JZHHER .
AR 22 JE X 28 2 1

KIBE R 5-1 LI — A/ NI B AR 28 2%
from keras import layers
from keras import models

model = models.Sequential ()

model .add (layers.Conv2D (32, (3, 3), activation='relu',6 input_shape=(28, 28, 1)))
model .add (layers.MaxPooling2D( (2, 2)))

model.add (layers.Conv2D (64, (3, 3), activation='relu'))

model .add (layers.MaxPooling2D( (2, 2)))

model .add (layers.Conv2D (64, (3, 3), activation='relu'))
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HHERE, BFRMEMEZERIEIRN (image_height, image_width, image_channels)
P A K CNEFSHERLERE ), A EAGTME M AHR /N R (28, 28, 1) UFASKEL,
X IEE MNIST FIGIRE . FAT1 58— 25 ASEL input_shape= (28, 28, 1) RIEMUILIKE.
FATRE—T BTGS2 P2 R4

>>> model . summary ()

Layer (type) Output Shape Param #
comv2d_1 (conv2D)  (Nome, 26, 26, 32) 320
max_pooling2d_1 (MaxPooling2D) (None, 13, 13, 32) 0
conv2d_2 (Conv2D) (None, 11, 11, 64) 18496
max_pooling2d_2 (MaxPooling2D) (None, 5, 5, 64) 0
conv2d_3 (Conv2D) (None, 3, 3, 64) 36928

Total params: 55,744
Trainable params: 55,744
Non-trainable params: 0

WLIER, 4 conved EM MaxPooling2D ZHH HAE— RN (height, width,
channels) f 3D it 5B LIS B2 A RO E H 2B A IR AR /DN, 38 T 20 f A%
A Conv2D RHIH—PMSEUIER] (32 8 64 ),

TR kR [ KN (3, 3, 64) ] BIARI—MNEEEE SN,
Bl Dense FMHES: , IR ARG 1o X LL/p AR 0T LIEFE 1D ()&, 105 S HT A4S 112 3D sk,
B, ATFEZN 3D Hi B 1D, SRJE7E L ERIJLA Dense )2,

KIDER 5-2 1EBBMAE ML EisinsrdEds
model .add (layers.Flatten())
model .add (layers.Dense (64, activation='relu'))
model .add (layers.Dense (10, activation='softmax'))

FATRHET 10 2517026, e — 2 MATAF 10 a1 Y softmax 0% . BUERIZE A SRR AT

>>> model . summary ()

Layer (type) Output Shape Param #
comv2d_l (Comv2D)  (ome, 26, 26, 32) 320
max_pooling2d_1 (MaxPooling2D) (None, 13, 13, 32) 0
conv2d_2 (Conv2D) (None, 11, 11, 64) 18496
max_pooling2d_2 (MaxPooling2D) (None, 5, 5, 64) 0

conv2d_3 (Conv2D) (None, 3, 3, 64) 36928
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flatten_1 (Flatten) (None, 576) 0
dense_1 (Dense) (None, 64) 36928
dense_2 (Dense) (None, 10) 650

Total params: 93,322
Trainable params: 93,322
Non-trainable params: 0

WARET UL, TE#E AP Dense JZZH1, IR (3, 3, 64) WHIBHIREAMIEIR (576,) 1Y
)

N FATAE MNIST 207 K% El g MR M4, A 1852 F5E 2 3 MNIST /R~
HIR Z A

RAGEE 5-3 £ MNIST EIZ LIS Bl 28 W 2%
from keras.datasets import mnist
from keras.utils import to_categorical

(train_images, train_labels), (test_images, test_labels) = mnist.load_data()

train_images = train_images.reshape( (60000, 28, 28, 1)
train_images = train_images.astype('float32') / 255

test_images = test_images.reshape( (10000, 28, 28, 1))
test_images = test_images.astype('float32') / 255

train_labels = to_categorical (train_labels)
test_labels = to_categorical (test_labels)

model .compile (optimizer="'rmsprop',
loss='categorical_crossentropy',
metrics=['accuracy'])

model.fit (train_images, train_labels, epochs=5, batch_size=64)

AR s LA IR T4

>>> test_loss, test_acc = model.evaluate(test_images, test_labels)
>>> test_acc

0.99080000000000001

55 2 T AR 45 1 I EORS BE R 97.8%, (HLX A fRT B AR A 2 I 2% 1 I ROKS BE SR B T
99.3%, FRATEASHRRIFER T 68% (HAXFHLH] ). A AEE

5@ BRI, A2 R B R 2 N 45 ORI A7 BRI XA [, 3R
IR A T f# conv2D JE M MaxPooling2D ZHIVEM .
511 £HEH

BRAE 1 RS Z R A X I T, Dense 2 M ARRE 23 [6] 22 21 19 2 4 Ry B =0
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( FbanxdF MNIST #0757, @t Cat2 XA g R e, ERZFE]F S st (I
K 5-1), XFRGSG, #2000 Eemm A RS 4N b 2 Bpo R 78 s e,
BT AR/ 3 x 3,

Bl 5-1 MR AT A i o Jraifiiak, nilsk . sopas

XA E B B R e 2 I 2 AT AR PR R R P I

Q BRI W 4222 PR B ERB A M (translation invariant ), 5 B 2R X 25 75 K%
AR AFRNEMERZIE, BT DA T RO, /e B . x84
kUl A EIERT A S, B HBRE T S X R XS B & M
ZEAF AL NGB O] DL 2R R (oM sat R AR A EEBEBATMN ), © R
BRI A AR AT LU= R B2 AL RE T BB 0 o

Q B AT DL 2R R B 25 [B] R )X 454 (spatial hierarchies of patterns ), UL 5-2,
E—NERRE2E I BN Rt (Feniigg ), 8 A ERUZK 2 2 A — 2RIk
LRI, DAL . X (A5 B 2 X 2% 1T DU S~ > O R 2% . ok
M LS (RS tt R MIRAR E BB TEEIREW ),

XTREHAZ M (SEMTEE ) M— A REHM (Wi @&Eh ) 193D ki, HEH
MY4FAEME ( feature map ). X T RGB EUE, TREEHIAERE R/NET 3, PEMEGA 3 S (aiE
a4, gEfiEa. XFTFRARE (Hin MNIST 57 EG ), WESETF 1 (FRRKESEHR ). &
RG2S A AR BRI e, % BT X e [ e g FHAR TR A A8 8, A i 4 AEE (output
feature map ). ZH HFFIEEIZ—A> 3D sk &, HA GRS, RN DR, R
R REREZNSE, RS A A PSR RGB M ABFEARR e Bt MR CRidiEss
(filter )o a7 JEAR X4 A B )5 —  HTEA T 4wt boan, BN g8 A% mT DL 51 2 R S i X i
— RS EAPE SR



08 %55 EEFIATIHEMNAT

-
|
0] v {))

Ry

© O
X

B 5-2 WA FIERL T A (23 (B 2R A5 . BRFR T 2 AL A R X 42,
FCANAR G B 2s, X B iRt 4 A A s k2, Hedn “f”

1E MNIST /- i, S— D ERZ— RN (28, 28, 1) BYSFAER], i —1K
N (26, 26, 32) BFFAEE, BIETERIA LR 32 ANdugas. Xk 32 AMnaEiE, A4
WIE AR T —A~ 26 x 26 FUEE S, B e It AN RL[E (response map ), FErniX it
BE A e A TPOR TR LB AR, (LI 5-3 ). X SRR B — AR A S S WA AR
HEREER R —E (SEEUERS ), T 2D K& output [:, @, nl EXHTERSLERA LR
B 42510 & (map ).

Wi P, A A X

i g s AR A ]
JE A A OBz B e AT A2

AL B

*Er l'ﬁll

P 5-3 i o7 PR A s SRR TE R A B A R 7 B2 A A TR Y — 41
LA LU R B SR E L
O WA PIZBAEBRR T XEEEHA R/ NEF R 3x3 5 5x 5, ARHFRH3Ix3, X
ARH WA+
O HEFEERRE . BRI TE NSRS . APIE—Z0RE N 32, BF—Z0
WIEIE 64,
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XtF Keras [ conv2D JZ, XEESEERZ M ZE ARIET L2340 conv2D (output_depth,
(window_height, window_width) ),

HRRTAEFR: 16 3D M ASFIEE FiBEh (slide) iX86 3 x3 8 5x 5 BT, 7ER1nHE
Ao B 1 E IR BUR BIRE 9 3D e [ AR N (window _height, window width, input_
depth) |, #RJEHEA 3D B 5580y [W—MCEHFF [ /EEFR#Z (convolution kernel ) | i
SRR, FARBUBAR R (output_depth,) [ 1D ik, SR JE X5 Fr A X & ) 5 4725 ] S 4,
NIRRT (height, width, output_depth) 1 3D faj iRk Hag Hh ek P v )
RS2 (AL B AR XS N T4 ARREE A RS (Hendn s A T AEE TRASG T AMNE
D)o 2, P 3x3 BB H, W& outpuc (i, 3, :12KHA 3D B input[i-1:i+1,
J-1:3+1, 1o BAHRRIEIIE 544,

ot
P

i NARAIE A

\ Yﬁ

F o\

@@ s A
s

SRR f

it R AR ff Y P B

N LS

iR e i HARAIE 12

Kl 5-4  HRUE TAR

TR, R O R R T R S A GRS AN AN [ S PR AT BB A R
Q AR, AT LA s A SRR [ R TSR e R KT o

Q i/ T8 (stride ), MfaaxgyHHE X,

TAPRIEAM T — T X Lt 2




100 % 5% FEFINTHAIML

1. BN AN EETR

A —A 5 x5 BFRRAE R (225 T8 ), Hod HUAF 9 ATy Hen] DIAE R ot it A —4
3x3MEH, X 9NHHIE— 3 x 3 Byt (WA 5-5), ik, HbAeaEE RS2 3 x 3,
B ARST/NT — 8, TEARGITIEGE ARS8/ T 2 A8, ZERT— Mol R
Al LA B R A PE R . TR ARl 28 x 28, &l 38— MG BUR Z 5 RN
26 x 26,

[ 5-5 785 x5 MEASFERITR, T RIFEE 3 x 3 KB A 3000 &
A0SR A B A S REE R ) 23 (R 4 R S i A K TR], R4 nT LA FHEEFE ( padding ). IHFTETE
A ARHIE B ) B — B I 25 H AT g, AR A A T BREBREVE SR D AL X
F3Ix3WE O, ELAASTRIM—3, £ L F&ERIM—17. ¥T 5x5 W0, i fm
5 (WLIE 5-6 ),

RO

DXDXDDXXIX

DIDXXIXIXIX

DDPIXIX
56 XF 5x 5 BRI ATHE, BIRAERSHEIE 25 4 3 x 3 HgELbk

XtF convep &, AL padding ZHCRIE BT, XMSEAEMWANEE: "valid" £
TRAME A ( B AR DA E ); "same Fon “YEL50J5 5 1 A0 55 BE RIS BE S E AAER S
padding ZEUVERINE R "validr,
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2. BEERLE

et RAT R 7 — R 2 SRAEEE . BErhik, XTERNHIR ARG C
LT AR ARSI o (HASESE T D EE B R BN — 28, WIESHE, BIMER 1. B
DM £ EFR (strided convolution ), BI2PME KT 1 B9EM, 72K 5-7 ., ARATLIE BIH IR
H 21 3 x 3 HFUN 5 x 5 A IRBUG IR H (JEIER ).

K 5-7 2x2 B 3 x 3 HAE

AR 2 TERAE FRAE 1] 09 T B R e E AR IR 1 2 A8 R (BRI A0 5 DAY AE Do
SR FL R AT e ], (BAESC AR A . BB MR A AR

N T XPRFAEETHERT B oRAE, AT, i 4 (i & Kbt ( max-pooling ) 125,
AR — B MR b Wi a5, TR APRRABI Xz A

512 mKXHBHEzE

R goRph, RATREEER, E81 MaxPooling2D EZ )5, FHEEIA R F#L
29, B, 7ES— MaxPooling2D JZZHT, FHEEMR ST 26 x 26, [Hig Kt fkiz B
PR 13 x 13, XFEERMALIVER . XTRHIERIIET T REE, SHHEEBML.

e S AR N ARRIE 4R B 1, 4 R E R, B RS S RRZEL,
AR F A AR PR A 1) max 5K 8 6 RS B i A T AR B, AN 2 A 2N et 4 (&
B ). Kb SERNRAARZATET, SRMbAE M 2 x2 e 0L 2, HE
FSE R IE R R OREE 2 £%5 . SUILAIXT RO, BRUEH M 3 x 3 f DA 1,

R LB SRR R REE? AT AR A2, — EAR BRI REIE IR
AR 20— o XA EFIE (convolutional base ) 41 s .

model_no_max_pool = models.Sequential ()
model_no_max_pool.add(layers.Conv2D(32, (3, 3
input_shape=(28, 28, 1)
model_no_max_pool.add(layers.Conv2D(64, (3, 3
model_no_max_pool.add(layers.Conv2D(64, (3, 3

, activation='relu',
)
activation='relu'))
activation='relu'))

)
)
)
)

’
’
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(2 B lE S vy (1

>>> model_no_max_pool.summary ()

Layer (type) Output Shape Param #
comv2d 4 (Conv2D)  (Nome, 26, 26, 32) 320
conv2d_5 (Conv2D) (None, 24, 24, 64) 18496
conv2d_6 (Conv2D) (None, 22, 22, 64) 36928

Total params: 55,744
Trainable params: 55,744
Non-trainable params: 0

X RNIEREAT AT A TRl ? A5 G G s )
O 33X Fh ZEAG N FI T2 2T RRAE 9 28 (B 254, 55 =209 3 x 3 8 1 A S w0 b A
7 x 7 TS MR 8 o B 28 I 45 2 B 0 i G =R T 00 i i AR ULATE SRR N,
AT HEAS I LA B AT 02 (R LRI AGE T 7 18 < 713 Z A9 1OEE %
RN P 5T ) TR B G — B2 B R E AL S i AR B
Q 55— 2 IEE XA REA LA 22 x 22 x 64=30 976 N TTE., XKEZ T . R
JESEIAE LTS IN—AN KN R 512 (4 Dense J2, IF— 24 1580 HANS%, X0T
XEE—AMERDRIRZ T, &80 HEME .
a2, AT REEMER, —R T ZEA B REE TR, s
BAUZBOE T DO (RIS O 35 JRAR S ARG FL B ), TS I A A (8] g2 Y )2
G5
W, BRI R R oREEMIE— ik, IRE G, W nT ITERT— N ERUZ T
ARSI BEAh, AR mT LA FHPP St Ak A fe kb, 7 2 A Sl A
HAAR o Sy G2 P B 453 T 3 A 2 e KA (HE Rt AR A SO AR AR s S AR T 4
a5 2, JRE TR A gt T A B S AR AR AN R 7 B A (R eAs
SAFERE ), TS FEE R B K EN A EMEREBS I E 2SR, Kk, BEPNT%
FER WSS B oA U AR W RRIE R GRS TR, SR 5 MBS FRIE AR/ INE B - 5 B0
MAS R R AN O GRS s A R PBCEY, O A 20T 5E S5k
FE I BOR LR IE S AR B
IAER R IZ B0 T BB 45 (0 S AME &, RIRREIE . S RUR Ak, I B
T Unfuf Fa R — A /INRU B 28 ) 25 R A T B ) L, BRI MINIST £ 02, PR A A 44
JINSE R

5.2 fENEISURSE £ SKTFIRIG— D ETUREMLE
AR A AR RN G — AR AR, ORARHE WAL, WRARZE AR LI SE
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FREY, RATRESE S P B BRI . “IRADAY” BRI R ILE KIS, T iR IL
TiikEUR . RBE—ALH], RO ESTHE MR 2, Bl b a7 4000 KA FA Y EME
(2000 FKAGHIEIE, 2000 5KA A RIS ). FRATTHEE 2000 Sk G TUI1ZR, 1000 5K FHKHE, 1000
K H L

AATEE A GRS DX — ) R AR S, B 2 2 i s DSk TR IR U — AN s A
B, 7E 2000 NINZFEEA IZ—A i/ NS B2 M4, AT IE NIt AR B bR
BOE— e, X 71% WM I R REE TG . R5, RIS 4%
#EH5E (data augmentation ), B FE ML UL —F AR B 58 KA AR LA IO F A . (8
BRI 2 5, MRS R R R 82%.

5.3 WGP IREE 2: > N /N AE 1 3 AN A EE A TG . TR ZR RO R 4 S AE SR
BY (A3 2 ARG B FEIAE 90%~96% ), XTFRIMNZRAIMILEFATHRIE (LN H 97% ). B H 2,
X =R —— MK TR IR I Ze— AN /NS R ol FH F00)1 2 1 TN 8 AR A AR BB . o T3 1 190 4%
AT ——H B TR T EAR, AR T F T i de NSO B 14 L 43 25

52.1 FREFIS5/NHERIEAIHER M

ARV UL, DA R T, R I A A8 XL RS . IR
2T B — S FEA R R A 2 7N 2R h R B AR AR, JEAU N ROFEAE TR, i
FAEPA R VIZRFEA N A RESC B . X T AR B4R R = (HLanPE R ) mollBUe Nt

{EX; T2 KU, FriE “REE” REACRARXT A, RIARXT TR B S 25 0 2% 64 0/ NRITR B
MF o AL EAYIZRAE BU 28 I 2l fifp ke — N S 2% RSO AN T RERY, (EARSARARE AR N,
I T ARG IENIAE, IR SRR R, IR AL A MEEARTRERL 2 S T th TRk 2%
PRI R . SRS AERREAL, BT RORIR R A] L ROt A TS . mAREEE R D,
EAEAR T /N B LMK IR IR — S BR e k2%, TSR m] I BB ROSE SR, il H.
TCAUEAT A2 SCRRAIE T AR . AT ok 2IHZICR .

AN, TREESA I BEBIAC T B R AT A, e, A — R 4R I 2k
BRI ST ol 5 e SO, (R U AR DR B Ot RERS A I T o = ARG R AL,
BRTEIF AL SR, V72 BIZRARERY (3l #82 7E ImageNet £t 4 EIZRA3 2R ) B
TERRAT AATE T4, IF AT DU TAERRAR A A1 00 T A SR R ALl . 302 5.3 RGNS
A 1ekE— T o

522 THHE

AT BN A 5 FE B B AL B 7F Keras H1o ‘B Kaggle 75 2013 4R A FF IR R — 0
TG TEFE R —R 5y, HET BRI MR AR AL . VRTT LA hitps://www.kaggle.com/
c/dogs-vs-cats/data T 2R JFIREHEE (WAL EA Kaggle IS HIHE, RTE M —A, DHIE = RN
AT ER ),
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XSE QAR T SR IR A0 JPEG R . 8] 5-8 4511 T — S REA R Bl

Kl 5-8 A o SRR A — SRR . B IBRT : FEARTE R L ANIAE T TR A —FEY

ARHFERE, 2013 S A5 50 25 Kaggle 5o SR IES (i AR SRR M4, fefh2s Rk 3
T 95% WIREE . Apd, BARR RIS TR T IR 10% REAE N2, (H25 R R
ARG A S (W —77 ),

XA AL S 25 000 SKA MR (AR 12 500 3K ), K/NA 543MB (JE4i)E ).
TREGIHREZ S, AR EdEE, HPhad = AT BZI04% 1000 MEEA
FINIZREE | BSR4 500 MR FIIRUEAE AR HI4% 500 MREA AR LE o

BB EIEAE RS IR B

REDEE 5-4 HIEGEHEIIZE, BuEAmlia H s

import os, shutil }?ﬁﬁﬁﬁ?ﬁiﬁg&ﬁiﬂ‘]ﬂjﬂ

original_dataset_dir = '/Users/fchollet/Downloads/kaggle_original_data'

base_dir = '/Users/fchollet/Downloads/cats_and_dogs_small' <— RER/NEEENER
os.mkdir (base_dir)

train_dir = os.path.join(base_dir, 'train')
os.mkdir (train_dir) N .

|| X5 | Al
validation_dir = os.path.join(base_dir, 'validation') ﬁsjﬂ‘&z’#ﬁ%mv”ﬁ“
os.mkdir (validation_dir) FEHEFMI B B R
test_dir = os.path.join(base_dir, 'test')
os.mkdir (test_dir)

train_cats_dir = os.path.join(train_dir, 'cats')
os.mkdir (train_cats_dir)

HHIGEEER
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train_dogs_dir = os.path.join(train_dir, 'dogs"') ‘ Yus
JigE%E
os.mkdir (train_dogs_dir) B LES

valida?ion_ce.,tts_(liir = os.péth.join(validation_dir, ‘cats') ‘zﬁﬂ'ﬂﬁﬁf%ﬁi
os.mkdir (validation_cats_dir)

validation_dogs_dir = os.path.join(validation_dir, 'dogs') ‘ faR EEE B 5
os.mkdir (validation_dogs_dir)

test_cats_dir = os.path.join(test_dir, 'cats') e
. pathd | AR ERE R
os.mkdir (test_cats_dir)

test_dogs_dir = os.path.join(test_dir, 'dogs') ‘ TS
PR
os.mkdir (test_dogs_dir) TR E S E R

fnames = ['cat.{}.jpg'.format (i) for i in range(1000)]
for fname in fnames:
src = os.path.join(original_dataset_dir, fname)
dst = os.path.join(train_cats_dir, fname)
shutil.copyfile(src, dst)

1§87 1000 SKIHHIEIG EHI

Zl) train cats_dir

fnames = ['cat.{}.jpg'.format (i) for i in range (1000, 1500)]
for fname in fnames:
src = os.path.join(original_dataset_dir, fname)
dst = os.path.join(validation_cats_dir, fname)
shutil.copyfile(src, dst)

HHEET R 500 skIEHEIR &

#1%| validation cats_dir

fnames = ['cat.{}.jpg'.format (i) for i in range (1500, 2000)]

for fname in fnames: .
src = os.path.join(original_dataset_dir, fname) ¥ 1% T 5k K9 500 SKIE O E &
dst = os.path.join(test_cats_dir, fname) £ %% test_cats_dir
shutil.copyfile(src, dst)

fnames = ['dog.{}.Jjpg'.format (i) for i in range(1000)]

for fname in fnames:
src = os.path.join(original_dataset_dir, fname) &R 1000 KA EIHE HI
dst = os.path.join(train_dogs_dir, fname) %) train_dogs_dir

shutil.copyfile(src, dst)

fnames = ['dog.{}.Jjpg'.format (i) for i in range (1000, 1500)]
for fname in fnames:
src = os.path.join(original_dataset_dir, fname) ¥ % T 5k 500 sk A E R &
dst = os.path.join(validation_dogs_dir, fname) #% validation dogs_dir
shutil.copyfile(src, dst)

fnames = ['dog.{}.Jjpg"'.format (i) for i in range (1500, 2000)]

for fname in fnames:
src = os.path.join(original_dataset_dir, fname) R T 5k 500 KB E R E
dst = os.path.join(test_dogs_dir, fname) #Z| test_dogs_dir

shutil.copyfile(src, dst)
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ARt AT, BFEEDTH I/ Bk /M) horhlas 20k ER.

>>> print ('total training cat images:', len(os.listdir(train_cats_dir)))

total training cat images: 1000

>>> print ('total training dog images:', len(os.listdir(train_dogs_dir)))

total training dog images: 1000

>>> print ('total validation cat images:', len(os.listdir(validation_cats_dir))
total validation cat images: 500

>>> print ('total validation dog images:', len(os.listdir(validation_dogs_dir)))
total validation dog images: 500

>>> print ('total test cat images:', len(os.listdir(test_cats_dir))

total test cat images: 500

>>> print ('total test dog images:', len(os.listdir(test_dogs_dir))

total test dog images: 500

FrAFRATT B84 2000 5k U2k EM5 . 1000 5K 36 UEEHL AT 1000 5K EE . A4~ 2r4l A~
N IREARANR], X — AT 32, 320 B a M R i i S AR R

523 ML

TERT— MNIST /s i, FRATH & T — A/ NG R e W 4%, BT AR % & 22 AR X
2%, FRATK 2 AR R B SR ZE 1, BRI R 228 i convaD )2 (i relu #36 ) A
MaxPooling2D JEAZEHES N

E T3k BLZE AL B S B R MG TR A [, RS ZEAH N M R 4%, B34 Jin—
A~ Conv2D+MaxPooling2D A XEEAT LIS RN A &, tn] DLitk—20 0l VIR IR B R
AR Flatten BRI RSPAS KK, ARG RI IR A BRS8N 150 x 150 (47 LEFf R A 1
), UERJGTE Flatten EZHETRRHERIR/IN R 7x 7,

FE MK PHEEGEEALAZRGK (A28 KF) 128), mAIEE G R T EZEH B (K
150 X 150 B, N3] 7x 7)., EJUF R BT A b Anah 22 W & 9 8L X,

PRITR A R—A o R, B AR 2% B — 2R sigmoid Bl HYH—HIC (KN
1 1 Dense 2 )o XA FAITTHF XA AR R A TS

REDEE 5-5 KA S 7 S i /R R 22 N 2% S5

from keras import layers
from keras import models

model = models.Sequential ()

model.add (layers.Conv2D (32, (3, 3), activation='relu',
input_shape= (150, 150, 3)))

model.add (layers.MaxPooling2D( (2, 2)))

model.add (layers.Conv2D (64, (3, 3), activation='relu'))

(

(
model .add (layers.MaxPooling2D( (2, 2)))
model.add(layers.Conv2D (128, (3, 3), activation='relu'))
model .add (layers.MaxPooling2D( (2, 2)))
model .add (layers.Conv2D (128, (3, 3), activation='relu'))
model.add (layers.MaxPooling2D( (2, 2)))
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model .add (layers.Flatten())
model .add (layers.Dense (512, activation='relu'))
model .add (layers.Dense (1, activation='sigmoid'))

FAVRE — N RE R 4L RE QT b 1281k

>>> model . summary ()

Layer (type) Output Shape Param #
comv2d_1 (Conv2D)  (Nome, 148, 148, 32) 896
max_pooling2d_1 (MaxPooling2D) (None, 74, 74, 32) 0
conv2d_2 (Conv2D) (None, 72, 72, 64) 18496
max_pooling2d_2 (MaxPooling2D) (None, 36, 36, 64) 0
conv2d_3 (Conv2D) (None, 34, 34, 128) 73856
max_pooling2d_3 (MaxPooling2D) (None, 17, 17, 128) 0
conv2d_4 (Conv2D) (None, 15, 15, 128) 147584
max_pooling2d_4 (MaxPooling2D) (None, 7, 7, 128) 0
flatten_1 (Flatten) (None, 6272) 0
dense_1 (Dense) (None, 512) 3211776
dense_2 (Dense) (None, 1) 513

Total params: 3,453,121
Trainable params: 3,453,121
Non-trainable params: 0

TES X —2, FIHTH—F, FA PR rRusprop Hfbas . ONMZ RIS — /22— sigmoid
FAIT, BT LARA TR 0 s SURAE AR R (B — T, 3R 4-1 i 1745 R o0 T il
FHAHB R PREL ).

RADE R 5-6 i B 7111 %

from keras import optimizers
model .compile(loss="'binary_crossentropy',

optimizer=optimizers.RMSprop (lr=1e-4),
metrics=['acc'])

5.2.4 HIETALIE

IRBAE 2 , R Bt A 22 M 2% 2 17, IOZH R A Z8id TAh BE A 7 A R A
BAE, BAELL JPEG SCHFRIIE A RAFAERE R, BT LB AL B BRI T o
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(1) EEHUEG S

(2) ¥ JPEG SCIHi#i% 4 RGB R R M

(3) Wi AR 2 AR FEAG Ry 17 B i

(4) KR ZEME (0~255 YR ) 4ifica [0, 17 IX[a] CIEARPRAFAT, 20 R0 4 = A BRAS /N

UNIEDE

XS BT RE T ERAT SN, (H3EIE02, Keras $4 A 3058 BEX LB T B, Keras
A — A EMG AL #E B T H B, i T keras.preprocessing.image. FESlHL, ©AA%
ImageDataGenerator 35, AJLIPEEAIE Python A=y, BEMSNS A 2% [ 0 UG S B 3l i fe
ST ER G Bk Bt . T TERA PR B2

KEB7ER 5-7 {#if] ImageDataGenerator M H FH RN

from keras.preprocessing.image import ImageDataGenerator

train_datagen = ImageDataGenerator (rescale=1./255) ‘ R N
2 1/255 4
test_datagen = ImageDataGenerator (rescale=1./255) TR ERITREL 1/255 4878

train_generator = train_datagen.flow_from_directory (
train_dir,
SEZYSES target_size=(150, 150), <— FEABEIKHA/NEER 150X 150
batch_size=20,
class_mode='binary') <

A {F T binary_crossentropy

ik, FIARERZHBIRE

validation_generator = test_datagen.flow_from_directory (
validation_dir,
target_size= (150, 150),
batch_size=20,
class_mode="'binary"')

IBfZ Python 4 AR 3%

Python % &% (Python generator) £ — /XM T EK B K, —ATAF for
inBHF—REAGTF, EAREAM yield BIEFRMEN,
Ta—AERBEGO T, Tk REH,
def generator():
i=0
while True:
i+=1
yield i

for item in generator():
print (item)
if item > 4:
break
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W ER T,

0l

g W N

TATRE — T H— A A i . B4 T 150 x 150 79 RGB EIM& [ JBAR A (20,
150, 150, 3) ] H5ZiFhERE [ERK (20,) | dlipdts . AR E 20 A (At
HRN ), HE, B ST X it s, B A REIERS B bR SO RS . L, R
THEAEFA 2L L (break ) EARIEIER .

>>> for data_batch, labels_batch in train_generator:

>>> print ('data batch shape:', data_batch.shape)
>>> print ('labels batch shape:', labels_batch.shape)
>>> break

data batch shape: (20, 150, 150, 3)
labels batch shape: (20,)

FIHA A, RATIABIXTE G TG . RATEA £it_generator HAMA, E
TERRE A LA L ARCR T £ic MR BRI —DSEZE—A> Python A li#%, W LI EHIAE
B AR B ARG E:, Al train_generator, R MEHEEAWIA LAY, FTLL Keras FFiAl
BTG R — R B A AR PR DA, X steps_per_epoch ZEUNMER . WAL
I steps_per_epoch MItHE ( BliE1T T steps_per_epoch IREREE TFE ), UG IFE
WHEAT — MW ARBH, B 20 MFEA, BT LEEGE T A 2000 MFEATTZE 100
ciin

{#if] fit_generator B, MRATLMEA— validation_data ¥, HAEHMALE £ic i
Bl (EAEFEREME, XSO DUE— A Es, (H0mT LUZ Numpy 2020240 Wi oo
2. Wi validation_data fE A—PAER, IBAKAE AR N IZREAS A5 Hb A B0 UE 4K
Pedib i, PUILIRE T ZAE & validation_steps 248, VLT ZE A BLAS i i it
WHF S

history = model.fit_generator (
train_generator,
steps_per_epoch=100,
epochs=30,
validation_data=validation_generator,
validation_steps=50)

IRAAENGRSE MU R, S — b RSk




=

5%

FEF TR T H AL

A 5-9 [RAAAIA

model .save ('cats_and_dogs_small_1.h5")

Tl Rl il U ot A AR E N ZRAS IS K5t OB AIRS L ( ULIE] 5-9 ] 5-10 ),

A5

B 5-10 2N Zad B b B ZR ARG B it 2k

import matplotlib.pyplot as plt

acc = history.historyl['acc']

val_acc = history.history['val_acc']

loss = history.history['loss']

val_loss = history.history['val_loss']

epochs = range(l, len(acc) + 1)

plt.plot (epochs, acc, 'bo', label='Training acc')
plt.plot (epochs, val_acc, 'b', label='Validation acc"')
plt.title('Training and validation accuracy')
plt.legend()

plt.figure ()

plt.plot (epochs, loss, 'bo', label='Training loss')
plt.plot (epochs, val_loss, 'b', label='Validation loss')
plt.title('Training and validation loss')

plt.legend()

plt.show()

Training and validation accuracy

1011 o Training acc ....O..
—— Validation acc .....
®
0.9 1 0e®
L ]
o°®
i °®
0.8 oo
[ ]
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0.7 1 e
0.6
[ ]
(') é 1'0 1‘5 2‘0 2'5 3'0
P 5-9 Lok HE A TIERS



52 FEORFEE F KT G — A B AR 2 W % 111

Training and validation loss

104 @ Training loss

" | — Validation loss
0.8 A
0.6

[ ]
.. -
0.4 %o
[ ]
®e
[}
e
0.2 % .
....
LA X Y
[ X}
0.0+ T T T T T T
0 5 10 15 20 25 30

Bl 5-10  IZRd ok Akt ok

ML G PR RER i S BORIE . DNZRRS BE R I (R PE R, ELRHEIE 100%, T4
NS B U5 B A 70%~72% . SESRANTE 5 85 stk B /M, ARIGIRFREAE , T2t e
— AN TR, HEHELT 0.

PR INZREEA A XL (2000 4> ), B LGS LG SRR SO DRI RIEE . /i C 22 4 ad J LR
R AR P 1947, He i dropout FIACEE ek (L2 IENUAL ) BRAEFRATHS fd F—Fh BT X T4
HURL e SR HT 7, e FHTRBE 27 S KR b B BRI LR B AT 1%, el e BiR1gsR

( data augmentation ),

525 (EH#REE=

LA IR PR S REAR R SEOCIERIIZ H GE 012 AL BB B OB . SR04 JoRR
HIEE, IR AR AR BV BRI A A, XFEAGE AN St LG . By s 2
H VI GREA b A i Z NG, oy &R 2 Fh e % A il T {5 BUE A R AR 5k 1
(augment ) FEAS, HHAPRE, HSAZEYI AR SPIR A F 5C AR B EMG . X B ARG LEE
AR EZNE, A Bz LT .

E Keras 1, XA DX ImageDataGenerator Sl HUY IR T 2 U BEAIL AR 4 52
Mo FAVEEF 07

RHIGEE 5-11  F|f ImageDataGenerator ik B EHEIMTR

datagen = ImageDataGenerator (
rotation_range=40,
width_shift_range=0.2,
height_shift_range=0.2,
shear_range=0.2,
zoom_range=0.2,
horizontal_ flip=True,
fill_mode='nearest"')
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X HERE TINS5 (BT HEZSE, AR Keras SCRY ). FRADRLHAN 41— Fix s
SR T S

Q rotation_range JEMEME (1£ 0~180 JEHIP ), FIREMGRHEHLIER: 1 f EEER,

Q width_shift fll height_shift s KGR FETE B 50 FFR R0 (R T 858
JEE B A B Y LA ),

Q shear_range SEFEHLES I AR nY M B .

Q zoom_range EEMEKEHLLAE BAITE R

Q horizontal flip ZRANLEF—FEMGIKF- R . WERBEA ACEARXT PRI ( e
SEH AR ENR ), XM A

0 £i11_mode 2 FHFTHAIEG R 71k, X EEPHE R AT BEk A TIefE s i / = % .

TAPEE —THRE M EER (LA 5-11 ),

20 40 60 8 100 120 140

=== =

0 20 40 6 8 100 120 140 0 20 40 6 8 100 120 140
P 5-11 J BERLACHE 1 i A i g 1 15

REDEE 5-12 B JLABEHLIESR S B 2R 1R

from keras.preprocessing import image
SEESTESE
fnames = [os.path.join(train_cats_dir, fname) for T EAyRHR

fname in os.listdir(train_cats_dir)]
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img_path = fnames([3] <— EFE—HEGIHFHITIER

img = image.load_img (img_path, target_size= (150, 150)) <— iZEXEI&HIFELRN
x = image.img_to_array (img) <+ JFEIERARIR (150, 150, 3) B Numpy #4H

x = x.reshape((1l,) + x.shape) <— BERKZH (1, 150, 150, 3)

i=0

for batch in datagen.flow(x, batch_size=1):
plt.figure(i) & R BEN IR B E
imgplot = plt.imshow(image.array_to_img(batch[0])) BHRELRMN, ARREE

% +=1 EREANZIZ I TEER
if 1 $ 4 == 0:

break

plt.show()

USRARAE P X B SRR Gr— BT R 2%, A RO AR BRI A A . (K]
2R PR AATIOR 2 R AR DG HY lﬁl.%%ﬂ/\%ﬁ%ﬁ?&i%)ﬁﬁﬁ% IRICHEA T B
ARG AR i, XMITETREA R LSRRG . o T — PR S
TN PR I—A Dropout J2, UNINB B EEE AR ZHT .

RAESER 5-13 & X —A1 7 dropout [FFT T2 M 4%
model = models.Sequential ()
model.add (layers.Conv2D (32, (3, 3), activation='relu',
input_shape= (150, 150, 3)))
model .add (layers.MaxPooling2D( (2, 2)))
model.add (layers.Conv2D (64, (3, 3) , activation='relu'))

(
(
model .add (layers.MaxPooling2D( (2, 2)))
model .add (layers.Conv2D (128, (3, 3), activation='relu'))
model.add (layers.MaxPooling2D( (2, 2)))

model .add (layers.Conv2D (128, (3, 3), activation='relu'))
model .add (layers.MaxPooling2D( (2, 2)))

model .add (layers.Flatten())

model .add (layers.Dropout (0.5))

model .add (layers.Dense (512, activation='relu'))
model.add (layers.Dense (1, activation='sigmoid'))

model .compile(loss="'binary_crossentropy',
optimizer=optimizers.RMSprop (lr=1e-4),
metrics=['acc'])

FATRAN rix A T B4 5E A1 dropout AY R4,

KADE R 5-14  FHEEIG 9 AE LA I SR AR 28 2%
train_datagen = ImageDataGenerator (
rescale=1./255,
rotation_range=40,
width_shift_range=0.2,
height_shift_range=0.2,
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shear_range=0.2,
zoom_range=0.2,
horizontal_flip=True,)

test_datagen = ImageDataGenerator (rescale=1./255) < FE, THREERIIERE
train_generator = train_datagen.flow_from_directory (
_ ’—(> train_dir,
BFRER target_size=(150, 150), <— YEFiAEIKHIAINEES 150X 150

batch_size=32,
class_mode='binary') <

K H{FEH T binary_crossentropy
validation_generator = test_datagen.flow_from directory( | sk, FAINEER Z#HEHIIRE
validation_dir,
target_size=(150, 150),
batch_size=32,
class_mode='binary"')

history = model.fit_generator (
train_generator,
steps_per_epoch=100,
epochs=100,
validation_data=validation_generator,
validation_steps=50)

WATEBIUEAT ok, REHE 5.4 TTHEIE.
{RELE 8 5-15 (LA

model.save ('cats_and_dogs_small_2.h5")

A TR AR (WA 5-12 FE 5-13 ), fHT T8 s@ A dropout 2 )i , BB P #L45 -
YIZRM 2 5 B IRBEE SriE M 2. IAEAORTEE N 82%, EA IE ML RSRLER & 1 15% (AR He ) ),

Training and validation accuracy

0.854 @ Training acc
—— Validation acc

0.80 A
0.75 A
0.70 4
0.65 4
0.60

0551 o

20 40 60 80 100

P 5-12 SRR 5 VI 08 B R IEAS 2
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Training and validation loss

° ® Training loss
0.65 A —— Validation loss
0.60
0.55
0.50
0.45 A
0.40 -
0.35 A
' 4
0 20 40 60 80 100

Bl 5-13 SRATEE 58 5 BN SR 2 A5 ok

8 gt — 2 T TE AR T 3 AR W28 2580 CHE I BRUZ A 8 A Bl I 245 v
JEHO), AT LA ST 3 (R B2, T LAGA S 86% 5 87% . 1H HEE MK IFIRIIZE I C BRI 2 M 4%
PHAR B RS BE A2 ROME, PR ] A B Kb o AR A AN R L — PR s R, T2
s S ZRARERL, R4 PRI Y B AR

5.3 {ERTIIZRRYETRHEZE MLS

RERE R B o > N /N RS BAR AR, — i T ELAR e R 7 ko2 il P I 2R 0 2%
FINZEMZE ( pretrained network ) JE—RAFLFIIMILE, ZRTEAERBEEAE (85 2 KA
B KAL) BNZRGr, XA R n B g K H RS m AT, B4 I ZRM 4527 2 1) FFAIE
147 [ JZ2 R 45 R T LA 80 A S A o T SR e AR, PR S SRk P T A [] A9 AL
PR, RT3 (R U S i 2 R AR A 55 58 R TRl . 280, ARHE ImageNet Ell %%
T A Eg (RN ERRE AN H H R ), SRR AN ZRAF B 2% 1 T 5 A T AT
%, WATEERHR PR BI R A . X P2 B FEAEA [ R (R B R BB AE T, 2R ) 5iF 2
LR 22 2 AR FO R A, B AR B 2 0 X/ INEE [l A R

A, A — 7 ImageNet HE4E (140 J7skbmic G, 1000 ANEAG2SE]) EIIZk
U R AR 22 4% . TmageNet AL EIF L2320, b @A RS, P AT
LA BRI 432 m) i R R AR,

FA PR3 VGG16 424, T i Karen Simonyan Fl Andrew Zisserman 7E 2014 4EF % @, % T
ImageNet, ‘B &—F ] BRI 32 A0 FH A S AR 28 I 28 280 . AR VGG16 s —A> LU TH A
R, VERBIZ LUAS T Y AT AR SEHE OB, Il HIA Wi 2R S 2 0%, (AR Tk e, &
KRB AR SR C 2 2GS AR AL, I TEZ0 5 | ACHT & s vT AR A7 b B . 35X AT g2

(D £l Karen Simonyan A1 Andrew Zisserman - 2014 4% FAY3CFE “Very deep convolutional networks for large-scale image

T
recognition .
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PRE— U B AP AT PR BRI 4 FR——VGG . ResNet, Inception, Inception-ResNet, Xception 55
PRE: X BEAFRAY, RO UNRAR— E R B~ I O AL i, BT B,

i FHTRIN 2 M 25 P AP 77 . 45(EREY ( feature extraction ) FIfR{IAFEAY ( fine-tuning ), Wi
O EFRATH AN o R BRHAESI

5.3.1 HFEIREL

TREAE HR U 87 FH 2 T O 286 2 21 1) R SR MOBTAEAS th R B AT R A RRAIE o SR 5 1 3K BE R AIE i
A=Ay, DRI RINZ.

WETATg, HTEG RS EME SRS Bk —RIMAZMERZ, &
Jare— MR A B MEEIR EFRE (convolutional base ), X T4 B 25 X
T, FROEFREBUIIEOE Z BT ZR G i M4 8 B3E, 76 B s i mpnsdis, SR ek b
WIZR—AF o2t (ULl 5-14 ),

il il il
t t
Dk ek ks
e iz (b )
| } !
Dkt Dkt P
BB B B
(#2)
d d !
A A A

Kl 5-14  QREFEFUEAL, BUEDHER

A 2ALE L AEREE? RATRER W EZ M EEEE IR —BORUL, D% IX
2 IR TR R YRR T RE i ], IS S B R M. SRR R4S R RFE
e IS TE IR R A, TS T A AR AT E R, X ARk 3R AT REAR
AR B, 2l BB FR R IE AT X TR ZRA 2851, R A6 75 A2 501 ) B A
KRR RBERE R A, SERERZNF AR SYREM ARG ERFRR . BHE
B EST T AR S, MR SR RS BURHE I g . an SRR AL B T )
REE, IBAERERLZ MR EAR R ER—IC o

EE, ENERURRBR R T (LTSN ) Bk T2 e B A IR . A
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R B S G A 2 SR U SR G L v B B RRE I ( Lban e g . B e ), e
FETTRARAZ BRI S B S BB S (Hein “REEZE” 3 MIREE ). © FEik, AR
PSRRI G BIREA R RS, IS Al R R T UZ SRR R E, A
SRR RRE

Aflrh, T ImageNet FIZRBIHEL S SR R 28, Br DA EE 5 {68 DR i A 8 23 4 3% 432
JZR T S S B AT RRARA H o (HIRATE A A,  LAEE R 55 5 ) A 28 1) 5 S AR A 7R Ay 2
INA—EAE— BB . FRATRSEEE— T, {#FH7E ImageNet FIIZRA) VGG16 [ 2% 15 FLEE
WG TP S BRI RRE , SRS AR EERRIE SR — i o 2 o

VGG16 8RR N B T Keras o /RAT LI M keras.applications #ideh & A, Nl &&
keras.applications HA—FoMEMR /AR (#EAE ImageNet ZE 5 LA EIN )

Q0 Xception

Q Inception V3

O ResNet50

a VGGI16

a VGGI9

O MobileNet

A TH VGG16 FAISffL

KHB;ER 5-16 Ff VGG16 BEULSI L

from keras.applications import VGG16

conv_base = VGG16 (weights='imagenet',
include_top=False,
input_shape= (150, 150, 3))

X R 1 PR AT T = AN

Q weights 8 ERAIWI MR LB AL R A A5 .

0 include_top fEEMRMR G &G & B EEE SIS INENT, XMHEEERST
JEAEXT I T ImageNet 9 1000 N5, FEOMIRATFTRM A A C B EEZE MRS (B
P80 cat Ml dog ), FIUIATEASE,

Q input_shape ZHI AR M4 H I EHL K EIER . XDSHOC RN, WRAME
AEANZHL, 2 REfE AL BT IR AR A

VGG16 HRIEATEEAG U T R . BRRE ZBGR M RS TR 2 BRI

>>> conv_base.summary ()

Layer (type) Output Shape Param #

input_1 (InputLayer) (None, 150, 150, 3) 0

O X LU ST R A I Z 2 FRTE 58 SO RN S iR I B R b 1y =, AT B 430 TR I B I J5 TR BB B e g 2, R
. BFHE
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blockl_convl (Conv2D) (None, 150, 150, 64) 1792
blockl_conv2 (Conv2D) (None, 150, 150, 64) 36928
blockl_pool (MaxPooling2D) (None, 75, 75, 64) 0
block2_convl (Conv2D) (None, 75, 75, 128) 73856
block2_conv2 (Conv2D) (None, 75, 75, 128) 147584
block2_pool (MaxPooling2D) (None, 37, 37, 128) 0
block3_convl (Conv2D) (None, 37, 37, 256) 295168
block3_conv2 (Conv2D) (None, 37, 37, 256) 590080
block3_conv3 (Conv2D) (None, 37, 37, 256) 590080
block3_pool (MaxPooling2D) (None, 18, 18, 256) 0
block4_convl (Conv2D) (None, 18, 18, 512) 1180160
block4_conv2 (Conv2D) (None, 18, 18, 512) 2359808
blockd_conv3 (Conv2D) (None, 18, 18, 512) 2359808
block4d_pool (MaxPooling2D) (None, 9, 9, 512) 0
block5_convl (Conv2D) (None, 9, 9, 512) 2359808
block5_conv2 (Conv2D) (None, 9, 9, 512) 2359808
block5_conv3 (Conv2D) (None, 9, 9, 512) 2359808
block5_pool (MaxPooling2D) (None, 4, 4, 512) 0

Total params: 14,714,688
Trainable params: 14,714,688
Non-trainable params: 0

R REETER R (4, 4, 512) . FRAPEAEXMNRHE_ LRIN— A EEH 2500

ok, TR AT R

O FERAEIESE i PR, e AR s 25 i Numpy 04, AR5 R XA B 1E
M, ARV B T A (AR A AL ), X
TP, THEACIL, O TR ARG A ST — Ik ERUE, mERUEH
AR B o . (T REERA R, R AN SRR G A 4 5

Q FETERAS N Dense ZRY RO A B (B conv_base ), FF7EM ARSI ks izt T
AR SRR AT LA a5, R AR A BRI AR IR 2> 20 B AL
A TR, R OERT R S — R R
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XPIFITETA TSN A . EIERE R —FITERES . RAFIRIBAETE conv_base HIY
By, SRR ek A A TR

1. & A BUREIE R A IRF IR B
T4, 817 ImageDataGenerator S, 4 EUR M HAREIEHCN Numpy 02 . FRA175 %
WM conv_base A predict Jrikk NiX 2b E G - IURHE

RESER 5-17 [ H AU 06 RO SRHURRE
import os
import numpy as np
from keras.preprocessing.image import ImageDataGenerator

base_dir = '/Users/fchollet/Downloads/cats_and_dogs_small'
train_dir = os.path.join(base_dir, 'train')
validation_dir = os.path.join(base_dir, 'validation')
test_dir = os.path.join(base_dir, 'test')

datagen = ImageDataGenerator (rescale=1./255)
batch_size = 20

def extract_features(directory, sample_count) :
features = np.zeros(shape=(sample_count, 4, 4, 512))
labels = np.zeros (shape=(sample_count))
generator = datagen.flow_from_directory (

directory,

target_size=(150, 150),

batch_size=batch_size, FE, XE4SRRARIAPAE
. glass—mde:'bi“ary') E IR, FTRARA TR IS ENSE
1 = /)
for inputs_batch, labels_batch in generator: PR ER LR LR

features_batch = conv_base.predict (inputs_batch)

features([i * batch_size : (i1 + 1) * batch_size] = features_batch

labels[i * batch_size : (i + 1) * batch_size] = labels_batch

i+=1

if 1 * batch_size >= sample_count:

break <«

return features, labels

train_features, train_labels = extract_features(train_dir, 2000)
validation_features, validation_labels = extract_features(validation_dir, 1000)
test_features, test_labels = extract_features (test_dir, 1000)

HET, BRI (samples, 4, 4, 512). FRATERIHE A RS EE R LT,
Jr LVE e AU HOEAR A (samples, 8192),

train_features = np.reshape(train_features, (2000, 4 * 4 * 512))
validation_features = np.reshape(validation_features, (1000, 4 * 4 * 512))
test_features = np.reshape(test_features, (1000, 4 * 4 * 512))

BUAEAR AT RLGE SUR BB SR 2 40 26 (TEREELH] dropout TENIAL ),  FF7ERI R DRATE ) Bt
bR Rk A~ Ir2Kds o
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&k
from keras import models

from keras import layers
from keras import optimizers

model = models.Sequential ()

model .add (layers.Dense (256, activation='relu',6 input_dim=4 * 4 * 512))
model .add (layers.Dropout (0.5))

model .add (layers.Dense(l, activation='sigmoid'"))

model .compile (optimizer=optimizers.RMSprop (lr=2e-5),
loss='binary_crossentropy',
metrics=['acc'])

history = model.fit (train_features, train_labels,
epochs=30,
batch_size=20,
validation_data=(validation_features, validation_labels))
Y B AR R P, AR B AP Dense 2, BMfiZE CPU 34T, 409 EW A
B —Fbsh
FAPRE — T UG A e th AR Rt 2 ( WLIEL 5-15 A 5-16 ),

SES s A\ ot
HE 5-19 4R
import matplotlib.pyplot as plt

acc = history.history|['acc']

val_acc = history.history['val_acc']
loss = history.history['loss']
val_loss = history.history['val_loss']

epochs = range(l, len(acc) + 1)

plt.plot (epochs, acc, 'bo', label='Training acc')
plt.plot (epochs, val_acc, 'b', label='vValidation acc')
plt.title('Training and validation accuracy')
plt.legend()

plt.figure()

plt.plot (epochs, loss, 'bo', label='Training loss')
plt.plot (epochs, val_loss, 'b', label='Validation loss')
plt.title('Training and validation loss')

plt.legend()

plt.show()
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Training and validation accuracy

1.00 4 .........o..oooo
o0®
0.95 - L4
oo’
o®
0.90 A
[ ]

0.85 A

0.80 A =
® Training acc
—— Validation acc
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Pl 5-15 ] SPURPIE SRR I 85 FEE AN 90 TEAS

Training and validation loss

0.5 1
[ ]
0.4 -
0:3 °
[
0.2 (]
[ ]
°
®
0.1 )
®e
® Training loss ......
b st o0
g, | = Validation loss ®0%0000000
0 5 10 15 20 25 30

Pl 5-16 TR ERARAIE AR BRI b R FGIE 5 2K

FATHY IR UK EE IR E T 29 90%,  HE E—y MK IT IR I ZRi) /N R RIRCR 24715 2 . (HANA
ATV, BAR dropout FEAARA, (ERIRDL-FN—IF UG U5 o IR AI LA
(CORkVeIiE L TR €T VO LTI A NI KRS 461 SEpuR Ve | B

2. (£ A EEIERAVFIEIR X
FHFADRE — TR M7, BRI, TR R, EAEN 2R
A LA RO . X RO e PR conv_base BRI, SRETERI A FInESGHEA TR

FE OAFTEITAERMRD, RAEA GPUMHE LT Fa£XiE4T, €4 CPU L2 43l
ATH . RAR R R GPU LB ATAREL, AR AR —FF ik,
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R AT R AZZRAL, FIrLARAT L] Sequential BERIPEII— AR ( HLU conv_base ),
WAL I— 2 —HE

KAIBE R 5-20 TEGHIE IR — B KA
from keras import models
from keras import layvers

model = models.Sequential ()

model .add (conv_base)

model .add (layers.Flatten())

model .add (layers.Dense (256, activation='relu'))
model.add(layers.Dense (1, activation='sigmoid'))

BRI A I R R

>>> model . summary ()

Layer (type) Output Shape Param #
vool6 (Model]  (Nome, 4, 4, 512) 14714688
flatten_1 (Flatten) (None, 8192) 0

dense_1 (Dense) (None, 256) 2097408
dense_2 (Dense) (None, 1) 257

Total params: 16,812,353
Trainable params: 16,812,353
Non-trainable params: 0

WRETIL, VGG16 HAEFEEA 14 714 688 541, kW £ AL LIRINM 2484 200 71
NS

FEABERINGARRIZ |, —E 2 “TREE” BRI, HEE (freeze) —NIEANE RGN
SRR HAE A . MR AW, IBABRIEZH2E 20 R S Gt B b & o
RN AN Dense JZREBENLRILAALIN, AIF AR K A E B3 A8 M4 3%, Xt 2 /i
22 B (A s 1 AR RBEIR

T Keras 1, &4 7 E R H trainable JREE N False,

>>> print ('This is the number of trainable weights '
'before freezing the conv base:', len(model.trainable_weights))
This is the number of trainable weights before freezing the conv base: 30
>>> conv_base.trainable = False
>>> print ('This is the number of trainable weights '
'after freezing the conv base:', len(model.trainable_weights))
This is the number of trainable weights after freezing the conv base: 4

W BEEZ )R, HAWMBIPA Dense ZAAEA IR BIA 4 MEKE, B=F
24 CERCEFEMEA R E & ), R, N TR BEBUERL, R AU ediFin . i R7e g
ZJEE TR trainable JEME, RANZEFI AL, 50X LEE R 200
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BUAEARAT AT ORISR 1, e AR — A 915 R [R] () R e i i

RADIE R 5-21 RS 0 4 AR vy 31 i b ) 1| A A
from keras.preprocessing.image import ImageDataGenerator
from keras import optimizers

train_datagen = ImageDataGenerator (
rescale=1./255,
rotation_range=40,
width_shift_range=0.2,
height_shift_range=0.2,
shear_range=0.2,
zoom_range=0.2,
horizontal_flip=True,
fill_mode='nearest"')

test_datagen = ImageDataGenerator (rescale=1./255) <—— &, NREIEIRIGIEHIE

train_generator = train_datagen.flow_from_directory (
train_dir,
HirER target_size- (150, 150), <— ¥FAEGRIANEESR 150X 150
batch_size=20,
class_mode="'binary') <

A{#F T binary crossentropy
validation_generator = test_datagen.flow_from directory( | %k, FFAEERZ#HHIIRE

validation_dir,

target_size=(150, 150), _
batch_size=20,

class_mode="'binary"')

model .compile(loss="'binary_crossentropy',
optimizer=optimizers.RMSprop (lr=2e-5),
metrics=['acc'])

history = model.fit_generator (
train_generator,
steps_per_epoch=100,
epochs=30,
validation_data=validation_generator,
validation_steps=50)

AR R AR (LA 5-17 FIE 5-18 ) WRFTIL, BERS LN 96%. 3% M KTT
RINZRIY/ NG TR 2% 271 22
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Training and validation accuracy

1.00 A

0.90 A
[ ]
0.85 -
0.80 4 ® Training acc
° —— Validation acc

5 10 15 20 25 30

P 5-17 R iR AR AE BB DI 0 B R A B

Training and validation loss

L4 ® Training loss
0.4 4 —— Validation loss
0.3 A
[ ]
02 4
0.1

Pl 5-18 i B3CH e 8 ) R AE BRI I R R E i 2

53.2 fWiFRsE

73—z A AR A D7 e AR B ( fine-tuning ), SRFIESRIRE A TE. X T H
THRAFRBUR RS R, RO TGRALE R, R iR L2 R
W (AR i et ) G IIZE (LR 5-19 ). ZFrLAMAERGE, 2P b B HUEng i
BT P2 IR S G iR, ARE X SRR 5 TSk i IR R AR G
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|
Convolution2D
. Feiee |
Convolution2D .
(Bt
MaxPooling2D
[
Convolution2D
e T
Convolution2D (%Ez%ﬁ;;)
MaxPooling2D
[
Convolution2D
Convolution2D RS
LR
Convolution2D (B4
MaxPooling2D
[
Convolution2D
Convolution2D LR
, (B
Convolution2D
MaxPooling2D
[
Convolution2D
Convolution2D N
| Comvolution2D | | 0 o
S
Convolution2D BB
MaxPooling2D
I
Bl L A
H O AiER:
Dense o
P

& 5-19 {0 VGG16 MG — 48R

AL, REE VGG16 MR 1 RERSAE i I Zr— I BERLRI IR L i 73 e . TR BE,
HA LR ESRELNEL T, ARMIHERIENTEILZ . IR EGBAINGL, B4
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YR )38 3k AL RB IR 2205 5 SRR, ORI L2 Z 2= 80 RR AR S idn . Rk,
TR DR 28 R AR AN

(1) FEE VNG HIFMZE (base network ) SN A & LM%

(2) REEFEMIZ

(3) YIZRBTa I ER 53

(4) FRTRFE R 245 1) — 2B )2

(5) BRA VLR R 13 B8 2R I 43

PRAEASCFRESE T CL 258 T AT =P8 FRATIRSEdE TE8 0020 . JEffUR conv_base, 2R
Ja REE R Ay 2

PEE—T, BRI IR,

>>> conv_base.summary ()

Layer (type) Output Shape Param #
input 1 (Inputlaver]  (Neme, 150, 150, 3) 0
blockl_convl (Conv2D) (None, 150, 150, 64) 1792
blockl _conv2 (Conv2D) (None, 150, 150, 64) 36928
blockl_pool (MaxPooling2D) (None, 75, 75, 64) 0
block2_convl (Conv2D) (None, 75, 75, 128) 73856
block2_conv2 (Conv2D) (None, 75, 75, 128) 147584
block2_pool (MaxPooling2D) (None, 37, 37, 128) 0
block3_convl (Conv2D) (None, 37, 37, 256) 295168
block3_conv2 (Conv2D) (None, 37, 37, 256) 590080
block3_conv3 (Conv2D) (None, 37, 37, 256) 590080
block3_pool (MaxPooling2D) (None, 18, 18, 256) 0
block4_convl (Conv2D) (None, 18, 18, 512) 1180160
block4_conv2 (Conv2D) (None, 18, 18, 512) 2359808
blockd_conv3 (Conv2D) (None, 18, 18, 512) 2359808
block4_pool (MaxPooling2D) (None, 9, 9, 512) 0
block5_convl (Conv2D) (None, 9, 9, 512) 2359808
block5_conv2 (Conv2D) (None, 9, 9, 512) 2359808

block5_conv3 (Conv2D) (None, 9, 9, 512) 2359808
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block5_pool (MaxPooling2D) (None, 4, 4, 512) 0

Total params: 14,714,688
Trainable params: 14,714,688
Non-trainable params: 0

BATE O G =GR, Wi, HF blockd_pool WA ZHNIZBE RL,, 1M
block5_convl, block5_conv2 Fl block5_conv3 =JZMiZ e 20 .
A LI Z 27 A 2N HIRFEA BRI VRSIR AT LU 248 (B FF 25 T8 AR JLAS .
O A5 FRUE v T P 1 J2 D 1 2 o3 T % T 52 FRARRAE i O S TS ) J 2 A ) 2 TR
M AB AR . SO S 0Tl A B ARAAE S T, PR o e TR SRR ) R 1 2
o IAEREEHR)Z, BRI RRSTE D,
QIS L, SEEMXEEK, BFRIEA 1500 T2%50, B DAEVRIG /N5
£ PG A ZSHURA KR
PRI, 7EXMIELLT, — DU Rm 2RO R RS I =2 . FROITA E— 545
ML IFhG , AREE ST

REDEE 5-22 B4 HIN - ZITE R

conv_base.trainable = True

set_trainable = False
for layer in conv_base.layers:
if layer.name == 'block5_convl':
set_trainable = True
if set_trainable:
layer.trainable = True
else:
layer.trainable = False

BUAEAR AT LUT U0 P2 o BAPRE T2 > AR5 /N RMSProp AL Al Z B Ak
) AR, SRR T ORI = SRR, A A AT AN ER s R A BT )
AES IR

RIG5EE 5-23 TR
model .compile(loss="'binary_crossentropy',
optimizer=optimizers.RMSprop (lr=1e-5),
metrics=['acc'])

history = model.fit_generator (
train_generator,
steps_per_epoch=100,
epochs=100,
validation_data=validation_generator,
validation_steps=50)

FATHFNFTE —FERY 2 AR 2RISR (UL 5-20 AT 5-21),
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Training and validation accuracy

1.00 A = ®
sante bt Yuee 20
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° ® Training loss
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0.3 A1
[ ]

K521 (oA R A I Rt PR ki 2k

UEMZR B A SR . T LRGSR AT, R AT LR R0 AR AR e 4 5
HosfPFRIME, LR -0 . R I — RIS ST R ok S8 (ULIAT 5-22 FlA] 5-23 ),

RES;E R 5-24  flih A1 V-1
def smooth_curve(points, factor=0.8):
smoothed_points = []
for point in points:
if smoothed_points:
previous = smoothed_points[-1]
smoothed_points.append (previous * factor + point * (1 - factor))
else:
smoothed_points.append (point)
return smoothed_points

plt.plot (epochs,
smooth_curve (acc), 'bo', label='Smoothed training acc')
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plt.

plt.
plt.

plt.

plt.

plt.

plt.
plt.

plt.

plot (epochs,
smooth_curve (val_acc), 'b', label='Smoothed validation acc')

title('Training and validation accuracy')
legend()
figure()
plot (epochs,
smooth_curve (loss), 'bo', label='Smoothed training loss')
plot (epochs,
smooth_curve(val_loss), 'b', label='Smoothed validation loss"')
title('Training and validation loss')
legend()
show ()
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BUEEREIZB A IR . FTLUE R, REEER R T 1%, M2 96% $m % 97% LI .
ERL, MR BB A S Z AT AR EIE RS R (SEPr DIBRTEAR 22 ). AR AERRE
WP, WERIUR BA AR, ISAKGIE B ARSI i e A SARM . P RR 22
i (pointwise ) 4 RAEAYFIIME, (HFZMAPRTIE AR AE A 70 A, A FIIME,  POAS R
AL AR DI A R B RV RUR rh ek i, (BRI AT R T RELE it
B, ARAT AT L e Al IR

test_generator = test_datagen.flow_from_directory (
test_dir,
target_size= (150, 150),
batch_size=20,
class_mode="'binary"')

test_loss, test_acc = model.evaluate_generator (test_generator, steps=50)
print ('test acc:', test_acc)

A2 T 97% RUMHARE L . 7E5C TR EE 4R Y iR Kaggle Sag8rh, ka5 R et
BRZ—o EAHIIREE A TR, AR R —/ MR IIZEEE (29 10% ) B3] 4R,
Y2 20 000 MHEA 5l 2k 2000 AR ARK 2251 !

5.3.3 Ih&g5

N HEGERIEZ A EPIT A Z5 T hed B R BT

Q B2 R 22 TR REAE 55 i B AR g I AR BV R/ i Bt 4 T
MK U ZR— R 22 /2%, i ELAS 2R 45 RIE A5 .

Q 7e/NEEE S TR BBV G . FEAC P EEAE T, B si R —Fh R S
FRI5E R I

Q FIHIFFAESREL, nTRIAR A 5k BUA 096 B 2 R 26 52 TR i Bdla e o % T/ N R 15k
sk, BOR—MRAMER T .

Q VEOSRFIESR BT AN T, AR nT DUGE I, K B R 2 i 2 1) — LE R o I T
AR X R 7] AYE— 2D P MR

AR E 2P — B FE R T HARAE I G 28, Rl e T/ N AE .

54 HHRMEMERIATILIL

AR, TRBE P IRIRLE “TRE”, R -2 i) S m ARE FH NS RT LB ) 07 2R S
FIEEBL . AR T ALY P TR BE 2 ST BB UL, X AR T TR, (EGH s U 22 ) 45 R 15
R AERXFE . BRI M2 B FRAERIE G L, IR LRV ENTE R
BIRIR. H 2013 4FLIK, AP R T ZREAKIN X L FR A7 LR e . A IASAET
R, BN =MiRA o) B A HI A

Q AT ERMEMZA T EME (FRIENRUE) A D) T B B 22 M 4 1 252 1) 2 G

XA T AL, A B TR 1 i B 22 0 28 A ad B 1 3% S
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O AT ETRHE BRI IERS: A U TSR 2 Mg i i I 2R S 2 1)
A B EME S
O AT E & P 2R BCRR AR A BT R USR5 o R TR, A
T AT DA E o EUE H i A
YT ROk CRIPBOE AT ), FRATPEET 5.2 T 7Ei i sy 25l - K IR IRy
NG R 2 . XTSRRI AL s, FROTIEBEH 5.3 TA-419 VGG16 B,

5.4.1 T\ hELEGE

AR , SRR X TR ERA, R M2 R A SRR B AL Z i AR (2
8y R B O IZR B EOE, R e BTt Do IR FRATT AT LA B AT i o R 2%
PRI JEAS . FA A BAE =AY B T AT SERE . AR Gl ). &
A3 TE AR SRR AL BRI, RS 3 SE AR (] ] WA 04 TE R 75 95 2 I Y P9 27091
R AR . FATE SR 5.2 W IRAFRIBEL,

>>> from keras.models import load_model

>>> model = load_model ('cats_and_dogs_small_2.h5")

>>> model.summary () # EAHIEEE

Layer (type) Output Shape Param #
comv2d_5 (Conv2D)  (Nome, 148, 148, 32) 896
max_pooling2d_5 (MaxPooling2D) (None, 74, 74, 32) 0
conv2d_6 (Conv2D) (None, 72, 72, 64) 18496
max_pooling2d_6 (MaxPooling2D) (None, 36, 36, 64) 0
conv2d_7 (Conv2D) (None, 34, 34, 128) 73856
max_pooling2d_7 (MaxPooling2D) (None, 17, 17, 128) 0
conv2d_8 (Conv2D) (None, 15, 15, 128) 147584
max_pooling2d_8 (MaxPooling2D) (None, 7, 7, 128) 0
flatten_2 (Flatten) (None, 6272) 0
dropout_1 (Dropout) (None, 6272) 0
dense_3 (Dense) (None, 512) 3211776
dense_4 (Dense) (None, 1) 513

Total params: 3,453,121
Trainable params: 3,453,121
Non-trainable params: 0
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TR, BATHE—KEARIG, H—KMMEE, ENETMERIIZER.

RADEE 5-25 FAb K K%

img_path = '/Users/fchollet/Downloads/cats_and_dogs_small/test/cats/cat.1700.jpg"’

from keras.preprocessing import image <— IFEIEFTIEN— 4D kE
import numpy as np

img = image.load_img(img_path, target_size=(150, 150))
img_tensor = image.img_to_array (img)
img_tensor = np.expand_dims (img_tensor, axis=0)

img_tensor /= 255. X
FIRME, WZER AN B
# EHKA (1, 150, 150, 3) R ETALE

print (img_tensor.shape)

AR BRI SKIEG (ILIE 5-24 ),

KI5 5-26 W IlilE R

import matplotlib.pyplot as plt

plt.imshow(img_tensor[0])
plt.show()

(=}

8 8 & B

100

120

140 =

P I 1 1 L 4 -,
0 200 40 60 80 100 120 140

E 5-24  PRAAAGEG

h TIRBUE AR R, FRATTE 8 —A Keras #6570, DIEMGHLEAE A, JF4H
FT R B RZ Al 2 003G . ik, FRATHR ZM ] Keras i Model J5, FAISL B LTE HHAS
e —AMaAGKE (S ATKERIFIFR ) F— ek (S skansgk ). MARmIoE—14
Keras £, FRIGIRAEN sequential BiAI—FE, HRHE A B R E it . Model KA
MR Z A5, X — 5 Sequential MIEIAE, A T#E Model KMHEZ(EE, HSW 7.1 95,
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BB 5-27 A A gk A — > 5K 81 AR S 51 1k

from keras import models

layer_outputs = [layer.output for layer in model.layers[:8]] <— 1ZEVAT 8 BRI

activation_model = models.Model (inputs=model.input, outputs=layer_outputs)
BlE—MRE, R[EEBMA,
AT LAIR [B]3X L 46

A —REE, XABELRR [ F AT 8 2 AHIE(E . BORMRTEA T 8 — OB 2 i1
Zh i, ZATRRORERRE A — DR A — i . — oL, AT DUA R A
FHE Y o AT — DA 8 N, BRI

KESEER 5-28  LATiEE S TR
activations = activation_model.predict (img_tensor)
T IR[E1 8 4~ Numpy #4B4E R A 53R,
B BNBHER R—1 Numpy 48
i, XFFAAREE, H— A RZ RS T s

>>> first_layer_activation = activations[0]
>>> print (first_layer_activation.shape)
(1, 148, 148, 32)

BRI 148 x 148 MURHIER, A 32 il . AR Z W BRI — 2 B0 105 4 4>
iiE (WA 5-25),

RESER 5-29 K20 4 M EE n Ak

import matplotlib.pyplot as plt

plt.matshow(first_layer_activation[0, :, :, 4], cmap='viridis'")

00 20 40 60 8 100 120 140

8 8 & B

100

120

140

Kl 5-25 X FIKAA G, 2GR 4 i

XANEE RPN A . FRATHE — T2 7 liE (WK 5-26 ), (HIFER, R
HIE P RES AR, POV ERURZ BB E S F A R E R o
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RES;EE 5-30 B0 7 M EiE Ak

plt.matshow(first_layer_activation[0, :, :, 7], cmap='viridis"')

o0 20 40 60 80 100 120 140

20

100
120

140

K 5-26  XFFIARIEL, S 2G5 7 Sl
XAMEEE ARG “Ea @B g, X FHMIRERA . PR %
T A B SERE AT (LI 5-27 ), AT I7G 27 8 MR AT i g — A PR IBO P2 il B — 4>
MWIE, RREAREME— KRB Gk T, EiE IR

D58 5-31 KA E] B 1Y P i i el HAE

layer_names = []
for layer in model.layers([:8]: BRI, SHRA U L 2 I EEE
layer_names.append (layer.name)

images_per_row = 16

for layer_name, layer_activation in zip(layer_names, activations): <— BRYFEE
n_features = layer_activation.shapel-1] < $5HEEPEIEHENEL

size = layer_activation.shape[l] <— 43EEMFIRH (1, size, size, n_features)

n_cols = n_features // images_per_row <+—— {EIXMERE IS HEIRIE T
display_grid = np.zeros((size * n_cols, images_per_row * size))

for col in range(n_cols): <
for row in range(images_per_row) : BENIEREFHE
channel_image = layer_activation[O0, — N KB E A&
col * images_per_row + row]
channel_image -= channel_image.mean/()
IHFEFH TR channel_image /= channel_image.std()
8, FEEF channel_image *= 64
REREEN channel_image += 128
channel_image = np.clip(channel_image, 0, 255).astype('uint8"')
display_grid[col * size : (col + 1) * size, <+ BRI

row * size : (row + 1) * size] = channel_image
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scale = 1. / size

plt.figure(figsize=(scale * display_grid.shapel[l],
scale * display_grid.shape[0]))

plt.title(layer_name)

plt.grid(False)

plt.imshow(display_grid, aspect='auto', cmap='viridis"')

convolution2d 5

K 5-27  XFTFIRKHA R, A2 0 P EiE
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X FTEFEELT LA
Q 56— 2 REMNSHENGENES . X —E, BEJLPHRE TR R ETaE R .
Q MEZEEIINGE, FOG2Eck S, I Bk sfE L D, BTG RoR
FZR RS, Hen R A CHIRES . EEUERTR, HERIR O T R E N A
HAE SRR TOC TR 5 B2
Q PO FRELE (sparsity ) BiE ZE MRS K. EH— 28, Ira i il A K
R, BEEHNZE, Bk g a2 A, WtEil, ARG
XA E AR I AR s AR
FRATHIRIEE R T B ph 28 W 2% 2 3 1) R 19— S 28 0l FR R . Bl 28 iR, 20
PRI FRFIE AR B 42 . B = B2 OIS A O TR E i A R BBk /b G T B AR
HRBORZ (A rp BV EMR 5] i ). TR Z M 4 0] LIA ROE R E RRIBEE
(information distillation pipeline ), i A JF 45 %ds ( A )& RGB KM% ), RE X HiE 172484,
HTERAT B i (L anEH R BRSO ), R fanib A FrfE R (e ER 285 ),
X5 AR AT N A — s LRMBN S, AT g A p
WMEYE (AT E . #), Hid A MEX ey e AR, 352 B, wRREE Eidie
4 (T4, IBAARFTRESE A I SR, BARIR—Ah W E T A% (I
& 5-28 ) RATABRZERIRE W — T, X AUEL 2 5 H . PRI KRIN E Z2e 28 05 i A 5
SR L, RPE N &2 R e S, [RIE e AR SIS 40T, X A5 AR
METCAE S R AL

Kl 5-28 (ZERD) iEEICIZm— A s (AED) AT ER

5.4.2 AL EIRRHE ML IERR

THENEE B 2 M A2 B R i 08 2, o3 — PRS0 7 i S s Bk a0 i e o oz P 400 5
Fs XA LUl S AN = B R TR RS s ARSI iR, 88 B TR
THR M A ARROE, AR S IR 0w SR 152 A5 A B BIE i E
T e A B R 1 Y RS
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XA FARE L FATHREA DR R, BRI RZ MR DR 0 (A
KAk SRIG, FRATEAE HIBELER B T R A BRI, MBS BTSSR AL i,
XtF7E ImageNet | FIIZ5:A0 VGG16 4%, Hiblock3_convl JZ5 0 AN U8 AHEE 2 R s .

B 5-32  Jyid iEAAY ] ML E UK Tk A

from keras.applications import VGG16
from keras import backend as K

model = VGG16 (weights='imagenet',
include_top=False)

layer_name = 'block3_convl'
filter_index = 0

layer_output = model.get_layer (layer_name) .output
loss = K.mean(layer_output[:, :, :, filter_index])

T SEERE R IR, BRATTT B B AR TR A IBREE . Sk, FRATTFFELS ] Keras
i backend FEHLN B ) gradients REN.

RADE 8 5-33  FRIUR KA T4 A 1B

BIEBIR KR 1. Bk, AREE—E,
BRI KE
N TR BE R BRI AT, — A 1 5 DAY TR B s B DUHE L2 i (ki
HBTA (LA J7 B RF O AR ) ORBREA . aaf R 1 A LR BT/ MG 2 T TR
AR

grads = K.gradients(loss, model.input) [0] . . =
Af gradients JREIME—NKEFIF (K

RADEE 5-34  BREbRiELS Ty

grads /= (K.sqrt (K.mean(K.square(grads))) + le-5) <—— F&EBIME 1e-5, PABHA/JMLFRILO

IAENRTF B e ABUR, BRI TR R sk Fah B sk i (e . AR AT DUE X
— Keras J5 i PRECKSEIIL 7. iterate B— A%, B4 —1 Numpy 7KiE (TR WK
A1 BYRESIFR ) B P Numpy SRR ISIER, XTI B A

RIZ;ER 5-35 453 Numpy fs AMH, 53] Numpy fi i {H

iterate = K.function([model.input], [loss, grads])

import numpy as np
loss_value, grads_value = iterate([np.zeros((1, 150, 150, 3))1])

IAEVR AT LASE SL—A> Python fEM KA TRANLES EE T R
RADE S 5-36 S FEHLESE T L ol

input_img_data = np.random.random( (1, 150, 150, 3)) * 20 + 128. Ih— B AR A
&EEGFIA
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step = 1. <— BXRBEEHMNLK

for i in range(40):

loss_value, grads_value = iterate([input_img_datal) 1T 40 %
¥R EF
input_img_data += grads_value * step <
HERKENGEE EEARES =P d: 0]
HEETIRAE

RGP (1, 150, 150, 3) MIFAEGKE, HIRERREAE [0, 255] IX
[N RER, DA, AR BRI AN SR AT S AL B, R e R P s TR T T A
18 S BRI AR IX — K

RAD5 8 5-37 Kok iR oA AR S PR

def deprocess_image (x) :

X -= X.mean/() = g, [
X /= (x.5td() + le-5) X?%ks{&*ﬂ::ﬁﬂ,ﬁﬁﬂﬁh&
x *= 0.1 TRfEZER 0.1

X += 0.5

e et 0 1) | By (cLip) [0, 1] K

x *= 255
x = np.clip(x, 0, 255).astype('uint8') 1% = 25375 RGB #4R
return x

H T ok FRATRE LR BOBE]—A> Python BT, i A— R A FRAI— i 2n 5]
ERAR I — AR KR, FOR BB RE R E i DB AR BSOS e AL R

A5 H 5-38 Az puid s il AL I pREL

WE—MRKER, FZEE n MTIBRMHERKL

def generate_pattern(layer_name, filter_index, size=150):
layer_output = model.get_layer (layer_name) .output
loss = K.mean(layer_output[:, :, :, filter_index])

grads = K.gradients(loss, model.input) [0] <—— FHEXMRLEITTFHNEIGBHEE

grads /= (K.sqrt (K.mean(K.square(grads))) + le-5) <— KnEWIRIT: EHEREL

iterate = K.function([model.input], [loss, grads]) <— REIATEHMNEIRAVIRETEE
input_img_data = np.random.random( (1, size, size, 3)) * 20 + 128.
ANk
cep - 1. WA R TR
B{T40% | for i in range(40): E&Fia
WRE EFH loss_value, grads_value = iterate([input_img_datal)

input_img_data += grads_value * step

img = input_img_datal[0]
return deprocess_image (img)
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FA PR — T xRk (ULIE 5-29),

>>> plt.imshow(generate_pattern('block3_convl', 0))

0 20 40 B0 B0
[¥ 5-29 block3_convl 255 0 818 EA 5 g A

FHLK, block3_convl J25 0 4~ P8 A% W 19 2 R R 5 (polka-dot ) EIZE. Tk
FABAERSy: AT LUK R — 2R g T ik, T RER W, RIMTHREFEE—
JZHTHT 64 ANt UERS, HFRAEBRANEHRIME —)Z (B blockl_convl, block2_convl,
block3_convl., block4_ convl, block5_convl ), FATH i il fE—14> 8 x 8 I RIA#E 1,
B 64 18R x 64 (R R M IEAR A, I M A LB (W
& 5-30 ~ [ 5-33 ),

RADEE 5-39 AR lE—J2 HFITAT ki e A U2 Bl P

layer_name = 'blockl_convl'

size = 64 TEG (£26),

margin = 5

ATHREFER

results = np.zeros((8 * size + 7 * margin, 8 * size + 7 * margin, 3))

for i in range(8): <— @A results WI&HIIT
for j in range(8): <—— @[/ results WIRAY%
filter_img = generate_pattern(layer_name, i + (j * 8), size=size)
4Bk layer_
name Z5j + horizontal_start = i1 * size + i * margin
G*8) N horizontal_end = horizontal_start + size
JESRHHETR vert%cal_start =3 * size + j * mérgln 1845 R R results [M4&
vertical _end = vertical_start + size ?ﬁ(i,j) A5
results[horizontal_start: horizontal_end,
vertical_start: vertical_end, :] = filter_img

plt.figure(figsize=(20, 20))

i B 1t
plt.imshow(results) 7R results Mt
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0 100 20 0 %0 500

& 5-30 blockl_convl JZH)idEaE R

20 %0 C 0

K 5-31 block2_convl JZH)id g A
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20 20 > 00

& 5-32 block3_convl JZHid g A

0 3 = %0 %0

[¥ 5-33 blockd_convl LT IEAE
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XL R AT A AL O B W 25 1 )2 AN WSt R AR 245 B . BRI M g —
R — iy, DM A TR N S A A G o XTI R MR F S i —
AL PRE R FE . FEE 2B, SRR ZE N 45 b () Rl pE A AR5 O MU 2%, R BORS 4

Q RIS —Z (blockl_convl ) [t uE#ext R i B 7 s Z Mg (iR — e 6

SUE- B
Q block2_convl JZ2 M g XN i1 2% ANt 4 A T R i i PR acie
O 2R RS 2SI T ARG T S PR IRAE . REAE

543 FLISHERIRAE

WL —FhT A, AT 7k EHUR IR —&R i S R 2 P 2 A 1T
LAUKoA B T XG2S e R A T, Rt I R RS L T
P R 0] LLE A UG H B4R B R o

o AdE FH A AR M AE2EG5EE (CAM, class activation map ) Al R4k, ‘& 38 %t A FIUR 4
PR P AT U PR 1R 5 4 i A DG 1) 4k 3 B A, WA g A R Y
AP EAEIATIRE, RN EXZIE A E R . 2B, X T A B 4y
FAB R ML ) — kR, CAM Al AL T IAE RS A" B, R B #5A-i 5
5 N7 ARRE, CAM AT RS AR 7 R, FOREUREAS TS T
HARIFRE

FeA PR FH A BRI 7202 “Grad-CAM: visual explanations from deep networks via gradient-
based localization” ¥ XAGiESCHHRII L. XAOTEARE R SE TR AL, 3T
BRUZ B B RRIE ], SRR XS T T A B X i AR ] R A A G E A T A . B
KA, HFXNFIG RO, R R EE X G E AR X A BRI
() SE A A PG s B s Rl IR T A, DAIRIAS 0T S A GRS S B s i ™ i 2s [a] [ o

FATFH A FTIZRE VGG16 M4 R I

KEGER 5-40 ki A IAGER VGG16 M4

from keras.applications.vggl6 import VGG1l6 EE, MEDaIFETREEIESLRE, AF@E

, ) FTERGIFH, BNBEFTEXIIASE
model = VGGl6 (weights="'imagenet"')

&l 5-34 Won 7P AR ENER (REsp ARV a gl ), Al REE — HEEGORE i/
%, EATEREE gL, AT REGEAR ) VGG16 BRSNS =L BEIRITE R/ N A
224 x 224 [ EME T #t47 4k, X S 2 MG AR AR 38 keras.applications.vggl6.preprocess._
input PR N E RN BEA T IR, PR, FRATFRZEMAR AR, BN 224 x 224,
SRIG NG HEL 3R £ 1oat32 #4200 Numpy 5K &, FHN X SE R FERLIN

(D % 3CH Ramprasaath R. Selvaraju 25 AT 2017 44 %,



5.4 HArAh W &6 T AL 143

Kl 5-34 ARG

EH 541 N VGG16 A TAL B— 5Kk A E%

from keras.preprocessing import image
from keras.applications.vggl6é import preprocess_input, decode_predictions

import numpy as np BiEE
: _ - N L AERE
img_path = '/Users/fchollet/Downloads/creative_commons_elephant.jpg

E&E (PIL, Python imaging

img = image.load_img(img_path, target_size=(224, 224)) X /N R 224X 224 f#) Python
library) Ef&

X = image.img_to_array (img) 4R A (224, 224, 3) i
float32 &3 HY Numpy #i48

x = np.expand_dims (x, axis=0)
WIM—ANYEE, BHAERA
(1, 224, 224, 3) FERAHE

X = preprocess_input (x)
j FHRHITMALE GRBIEHITHRERENR)
PRAEAR AT LAFEEUS LAz IR VGG16 %%, I H 30 i) 2 it S A ZEmT e i =X

>>> preds = model.predict (x)

>>> print ('Predicted:', decode_predictions (preds, top=3)[0])

Predicted:', [(u'n02504458', u'African_elephant', 0.92546833),

(u'n01871265', u'tusker', 0.070257246),

(u'n02504013', u'Indian_elephant', 0.0042589349)]

XoF 3 e G R F i =200 43 )R

O FEPHS ( African elephant, 92.5% MR )

Q KFshY (tusker, 7% AIHER )

Q EfES (Indian elephant, 0.4% AYHER )

Do 25 PR PG B S AR A DN SR o S0 ) 5 e OB R T 2 RN AR 4
FNMTTER, Rol4~H 386,
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>>> np.argmax (preds[0])
386

N SR EE PRLEER  BR AR G, FRATRAE ] Grad-CAM 5.2,

RELE 8 5-42 W Grad-CAM &3k

african_elephant_output = model.output[:, 386] <— FNEESR “dENR” TE

block5_conv3 = {4 H 45 1iE &,

last_conv_layer = model.get_layer ('block5_conv3')
ER VGG16 MEmE—MERE

“HEME” LRI TF block5_conv3
R R E

grads = K.gradients (african_elephant_output, last_conv_layer.output) [0]

BARA (512,) HIEE, BT E

pooled_grads = K.mean(grads, axis=(0, 1, 2))
R EFHEERENHE TR N

iterate = K.function([model.input],

> [pooled_grads, last_conv_layer.output[0]]) WHFAN AR BIRERE R
3y ANE B #ry
pooled_grads_value, conv_layer_output_value = iterate([x]) AR Numpy #e
for 1 in range(512): \
conv_layer_output_valuel[:, :, 1] *= pooled_grads_valuel[i] ‘ S E SR S
heatmap = np.mean(conv_layer_output_value, axis=-1) BIEF “XBE
X . X CRE KRWE
WHEIRIRIE X E: S TFHREMNEAERTK, BEIMFHEE N Z R EigE”
pooled_grads #ll block5_conv3 2 #4f EEHMEE SR
HAFEE B AIE

N TAET AL, A DO ZOR AT FIAREILE] 0~1 JERIN . FHRIAIERANIE 5-35 .

KEDE 8 5-43 MRS

heatmap = np.maximum(heatmap, 0)
heatmap /= np.max(heatmap)
plt.matshow (heatmap)

10

12

K 5-35 ARG AR REEE SO
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e, AT LA OpenCV Az ili—sk EI%, K JF G EME & e MRS 2 3 i (3
&l 5-36 ),

RADE B 5-44 K1 5 )56 PR

import cv2

img = cv2.imread(img_path) <— Fcv2 MEREHBEIEG $E T E Y A N EE
. . _ A5 RREIGERE
heatmap = cv2.resize(heatmap, (img.shapel[l], img.shapel0]))

heatmap = np.uint8(255 * heatmap) <— YR ADEEEHH RGB &3
heatmap = cv2.applyColorMap (heatmap, cv2.COLORMAP_JET) <— g HENATFEILEE
superimposed_img = heatmap * 0.4 + img <— XEBEH04B2HRHEEERETF

cv2.imwrite (' /Users/fchollet/Downloads/elephant_cam.jpg', superimposed_img) QT
Gy

HEIGREFE

Kl 5-36 KSR E EE R R A4

XA R ¥ 1 T P E S R

Q W42 Tk EI R & — R AE R

Q MR RIG R f A S ?

JEHAERE B AR, NRHEZRARIR R BRI, X T REE R 45 P B A AR I G RNEN L G A
Il Z Ak
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RENGE

Q G WS AL TE S ML s T A

Q &R 2 25 i 2 I A H AR ORI & 1 SR IR S R S AL v ik 5

Q HERMAEM %R RES T, BRMEMENERE.

Q BLEVRRESE MK TTIR VISR [ O RS BRI 22 I R fifp e [R5 2R )AL

Q PRAGE T Al P s R s s e By ik U5

Q PRAGE T AT 1 2R B 4 R o 22 I 245 EA TR AE SIS AR fM]

Q IRAT LU R 22 M 45~ B R i g e T BRAL , o mT DRR S GE B IR T A



REF SR T X ARFFS

AEEREUTAS:

Q SO AL A A B R
Q fd R 22 R 2%

Q fii Il — 4 B 2 M 25 A B 1)

AFERGA LR PR 4 SIS RIAL B SCA (] DL B A A 0] FR 5 Bl 45 e 51 )L st 3l
F— BB P A0 B . 1A B 270 8 T e S AR 1 TR B 2 2 BB 0 R B ER 2 I 48 (recurrent
neural network ) Fl—4E EFAMEZMLE (1D convnet ), JG& & F—E/ 40— 4E4 TR 2 R 25 1)
—HERAR . ARSI RN

BB A 1o AL -

Q ORI F1 4328, FE iR B Seas i) = ek B 2

Q BFEJFFIRT G, H A I PR AN SCRY B3R S S T A AH DGR 5

Q FAIEIFIIRIFT, U B ks

Q ERAIT,  HCARE A Sl HE SIS 1 B 40 A T 7 T

Q A ] F TR, B AR e 5 e 3 ) R AR ok T A A KA

AR E S THE A IMES . —AN & IMDB BRI BT, XAMTS R A2 ;
T — A SEIRBE I o (H X BT 55 B AR AT AR 1 8 R B A g

6.1 ALIEICARHIE

SO R A W AR PR 2 —, T DLBRARE R 745 51 sl B il P 8, L i DL e e i) 2k
o JETEULT A G RYTREE 7 > Fe 51 A BERORIHR T LIRS SCA A IEEAIE 39 [ AR TR 5 8%, T
AT I AEEVUIRE R RZ (QA, TEARIVIESET ) SFN . 498, iifictE,
ASTE (R X SO R 2 S RS RIER B AR NS —AE ELE MR SOAS, iy HUZ W Hh A T g4
1y, ER DU R VF 2 T R SCAME 5 o R 2T T T A AR & A B A BRI N T B ] |
A RB, X SR AR RN TR KB

AT A AR RS IR S U R SCAME A R REAR B gk
SUREIZAE (vectorize ) ARG SUR O BB KA TR . EA 2L,
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Q SR EI IR, IR RS R — A

Q B SR EN AT, IR F R — )

O BRI B FAF ) n-gram, FEEEAED n-gram F30 O — AN . n-gram J& 24 SE L

WFES (n-gram Z R[] HE ),

B SCA i B BT (BA] . FATEL n-gram ) PUAERRIE (token ), W SCARMi# i FRic 1Y
i FE I E 4318 (tokenization ), T AT SCAS [ Ak FE AR J&  FHHE AP 3101 07 28, AR5 W B501E ) 2
S SRR IO, X A A BT YK, B A RITRE Mg b (LA 6-1), K 1n)
S ARICAH CER ) AR Z R AT AR EE i XHRIC AR one-hot 485 (one-hot
encoding ) S#RIZHERA [ token embedding, & HH T H#is], "fEiEHERA (word embedding ) |,
AR BN AR REX LE T, IR anfar i FHIX S )53, R IR aG SOA A5 7T DL A B)] Keras
W25 ) Numpy 5K 5 .

P&

"The cat sat on the mat."

:

i
"the", "cat", "sat", "on", "the", "mat", "."
FRICHY i s
0.0 0.0 0.4 0.0 0.0 1.0 0.0
0.5 1.0 0.5 0.2 0.5 0.5 0.0
1.0 0.2 1.0 1.0 1.0 0.0 0.0
the cat sat on the mat .

K 6-1 WSCARBIBRIC -3 1] h

B2 n-gram FNIFE

n-gram ZA—ANEF PRI NAS (RED ) #4FEA0ELS, T—MAPey “H£i37
LT AHEH CFH

T kA AR RGBT, FEAE T “The cat sat on the mat.” (“WFAERF L"), &
VAR B A VAT = Uik ik (2-grams ) 69454,

{"The", "The cat", "cat", "cat sat", "sat",
"sat on", uonu’ "on the", "the“, "the mat", "mat“}

XA F AT A A VAT =08 % (3-grams ) #4E45,

{"The", "The cat", "cat", "cat sat", "The cat sat",
"sat", "sat on", "on", "cat sat on", "on the", "the",
"sat on the", "the mat", "mat", "on the mat"}

XA AR AEZERR (bag-of-2-grams ) A= LiE%k R (bag-of-3-grams ), iX
PR (bag) X—REBHROA, RMNLEYRAFRARGES, WAL AN EIAFF], B
ARILEA R AR F . X — R I 5187 ik AR (bag-of-words ).
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WA —F RRBNR T 05389 ik (A RAFILEAR—ANEES, MAE—ANFF], 4
FTaTEAREN), ARCEEMRA TRENEZAEER, MARREFIHELY, £
B n-gram ;& —APAFAE LA, REF IR ELRXARRM X ARk, SRS
BHAESF 3] , AF )G @B — e B AR 2 W A A IERAY B M %, AR G5BT AR % 40
B 55 R FAE I R F ] A AR F AR R T, MAR iR e, B
o, AB R4t —F 38 n-gram, 2— T FinlE, £ AR ERXEIALEEN R (1
Jm logistic = )2 feRAALAAK ), n-gram Z —FPHAREIR KR . RTRALGGFIE TR T A,

6.1.1 BiFFZESLFAY one-hot 4whY

one-hot ZitH KA i A ) S (i . SRR L . 7656 3 B IMDB Fl§ &1+ R
AT, RO R X R R (ERRALELIR] ), B AR PR S — M — B BUR 5 A OCHK,
SRIGHF XA TEE AR T | i e A B N ) el a i (N 2R KN ), XA~ HAT S i o0
R, HRITEHN O,

MK, AT LI T AT one-hot Ztth . Ry T LEARSE 2 FRAFA T4 & one-hot Zht LA K fnfaf
SEFR one-hot Zif, URLIE A 6-1 FCHBVEE 6-2 25 TR, — A2 Bia 21 one-hot
ilih, FH—DIETFIFHAY one-hot Hifid .

RIDEE 6-1 ST one-hot Fifih (& /R M) )
MEsE: SIMEARTIRN—TER (KO

HHAR—TRT, BETUE SR FIR split J5SERTHEART AR, IR,
import numpy as np BEEMERF IR S SR
samples = ['The cat sat on the mat.', 'The dog ate my homework. ']

token_index = {} <— WEHEFFHBEIFICHERS]
for sample in samples:
for word in sample.split(): <
if word not in token_index:
token_index[word] = len(token_index) + 1 <

ABMHE—BITEE— M-S,
AE, REARSIHS 0 HERIT
MERFETHIE. REEFD

AR max_length IR

max_length = 10 <

results = np.zeros(shape=(len(samples),
max_length,

max (token_index.values()) + 1))
for i, sample in enumerate (samples) :
for j, word in list (enumerate (sample.split())) [:max_length]:
index = token_index.get (word)
results([i, j, index] = 1.

HERREFTE results A
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KA 6-2  FATHIY one-hot Hih (fAjHR 1] )

import string

samples = ['The cat sat on the mat.', 'The dog ate my homework.']
characters = string.printable <
token_index = dict(zip(range(l, len(characters) + 1), characters))

max_length = 50

results = np.zeros((len(samples), max_length, max(token_index.keys()) + 1))
for i, sample in enumerate (samples) :
for j, character in enumerate (sample) : FRATTHTENES ASCIl 244
index = token_index.get (character)
results[i, j, index] = 1.

W, Keras A9 N B PRECT LIS UG SCR B P17 PRIR sl A5 2 B9 one-hot 4%, RV 1%
X SR A, NS TR 2 ERAEAE, IR B b LR R A . % e
LT N A EcE UL R (XA AYBR ], DR G AL BRAE R R A R4S ] ),

RIEEE 6-3 J Keras SZFL IR 2L ) one-hot 2w A%

BIE—PiFE (tokenizer), BE

from keras.preprocessing.text import Tokenizer S R EFT 1000 RS A&
samples = ['The cat sat on the mat.', 'The dog ate my homework. ']
tokenizer = Tokenizer (num_words=1000) <

tokenizer.fit_on_texts (samples) <— {JEBIFEI|
sequences = tokenizer.texts_to_sequences (samples) <— GFFRIEMRARKNESIEKRNTIER
one_hot_results = tokenizer.texts_to_matrix(samples, mode='binary')

word_index = tokenizer.word_index <— $ZEIBIFZES| ﬁﬂ'u‘ﬁ?ﬁﬁﬁu one-hot —# I R.
print ('Found %s unique tokens.' % len(word_index)) XA 4318 2% B 3 #5 PR one-hot 4RAG 5h

By E Al ) E AR
one-hot Zfith i) —FhAE A2 BB A one-hot #1513%I5 ( one-hot hashing trick ), 15 1m] & e
—FRIC AR R KM ToTk B AL, AT DA FH X A 1, s Aoy i e R 1 B i) it X0 i
— ARG IR LR G RAEAE AT, R BRI OO S Sy [ R B B i, R —
AN R PR A PREOR S . XA IR B FESAE T, e T 4E A BN R &S
N5 28 N A AR VB A S g (TR S A 5 2 1, ARl o] LA ST 204 BUbm i [l it ),
AP — A, R ATRES LB (hash collision ), RIS W] (1) 5 in] o] GEH A7
AR REEME, Bl JSATAT AL 2% ST A RIS SO HBINE, AR TCTE XA B AT TR oL Y B d] . A

925 (] P 28 B A K T 2 I ME—Am i N8, B b R A AT REPE 2080 o

RADE R 6-4  (ATHSIE I B A one-hot Zfi (i Hisfl)

samples = ['The cat sat on the mat.', 'The dog ate my homework. ']
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MASBEIRZEIIASR, XSMERIX PR AR ERME
results = np.zeros((len(samples), max_length, dimensionality))
for i, sample in enumerate (samples) :
for j, word in list (enumerate (sample.split())) [:max_length]:
index = abs (hash(word)) % dimensionality j
1

dimensionality = 1000 b o1 NN —_ Sy s A
max_length - 10 FEBIEMRERAKE R 1000 EIE. MRBIFHERER 1000 1 (FES),

1 ERIAHZI A 0~1000 SEEAEY
—MHEHEE BRI

results[i, j, index] =

6.1.2 EREEmRA

K B 5 ) AR SC R IE A o3 — PR IS KT vk, SR % 4R 1R [E1 & (word vector ),
W IAER N (word embedding ). one-hot Zf At 2 41 & “FEHIR . FRBiR) (4RI TTHRAR
2 0). YRR AR (RN TR A BRI, AR AR IR AR Y i s B i (E
i, SWeimittaxt), SW0E 6-2. 5 one-hot Zuid R E il it AR, it A& K
FAIAREIR . H DAY A ) AR 256, 512 B 1024 (KRERAEE RRYIE RS ). SULAIXT, one-
hot Z it ] 1] H 24 HEE R 20 000 SRR (XS AL 7 20 000 MARICHYTAIER ). PRI, dl ) d ]
LLRE S Z2 (5 R IE A AR GERE

one-hotji][i] & ; il A :
- - {4
- [ gt - B v 1133

€l 6-2  one-hot Z&HS T one-hot BXFIASE iR E/m EFHTAY . B4ER) . BEZRADIK,
Al AR S ER . AXHRZERY, T B2 N EdE 22 I 1530
ARBURR A A7
Q 7ESEMEALS (L SCRY A2 sl i Bl ) pY [RIa 22 ) il A o TEXFMEN T, —HFih
SERENLE IR M R, SRJE R iR ) e T ], He2E ) O U S S g I 2 A EE AR T
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Q 7EA R TR el B AL S5 AT 55 EHOTHRLFR A, SRAE IR B A, ax it
i A M VEFINIZRIAER N ( pretrained word embedding ).
FA PRI HIE — T X MR IT %,

1. A Embedding EE JIFHAA

B — A0 5 AR ) AH DI, SR MR R0 7 VA R BE AL LB ) 1 o XA 7k B (R T,
SRR A 2 [ A AT Z58 . B0, accurate Fl exact PR AR A AT BESE R ANE], R4S EAT]
TEREBE T EERE T UGB ) TR 2 M ARME T X FP 2L | AESS AR i A28 (] 54 T
2.

A NG — o5, 3] i) 22 8] (8 JLAR] O 22 W 1% 3 ik B3] 2 ] i 1 LR o Al A I AE
N Z A NI S M B LA s |, filan, fE—NEHE AL B, R SGEBIZ R A
FAHRLA IR e, — Ol UL, AR RPN 2 A AU (e L2 BEEg ) Mz >
TR SUIE B A O ( s A RIS 1) 4 i A B AHBRAR I (%) s, 1A SC A N BE & ) BR T
FEES, VRATREIA A S A S (8] i R 73 e B A 2 W, o TRV AR b i X — A, FROTTR
F—HApApoR ),

TEE 6-3 W1, DU R AAE 1m0 L, X DU G2 cat (B ). dog (4] ). wolf (4R )
il tiger ([ )o X TFRATIX BLEEE A a1 KR, X L6 ia] 2 [A] (Y L2618 G 2 AT LIl et oA JLAAT
Asfe, lEn, M cat F| tiger (118 55 M dog F| wolf (1A S AHEE, XA & 0] AR iR “
YRS mar, [RIFE, M dog F| cat Y] 55 M wolf | tiger B Ia] fE I AHAE, & 0] AR i
BeR R BEERL .

1 X
Wolf X Tiger

Dog x
x Cat

0 X —>
0 1

P 6-3  drlix Az [ R TRf 2 15

ge I3} /N [ i AN DR S = A D W e 33 O 7 e e o = | N = G 8
B, 4 king (L) & L female (2o ) i, A3 EIHZ queen (4L ) [alde . Kf king ([HE )
o]t fin b plural (S2%50) [midk, 132002 kings [a) 5 . JalHR A S ] 3 BA LT X Fa] iR |
I H T REARA IR [

A B — B TR A ZS (6], AT LASESEHIBIN A SR, IFal T A A 2R3 5 AL BT
557 WREA, HENTH AR, MWL, BAFEAZIES (human language ) EFATY, [ E

@ PR POCE R R . —— PR
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HUFZMAFRMES, mMEETIAREBE, FYIES R S RRE R RS, (HMWE
SRR A EEARYE, — DRIl A S BIEAR R R EHOR TARMAESS . il 2 PHe s AT
B 58 SRR A S 8], AT BEAN ] TS iR R SO 2 OB () 58 SRl A s 8], PR 26t SC
KRN EEEFES 5.

I, A A BOE R RS BT 55 582 S — R R A S ], SEIS IR, Sl (R L3 il
2] ARAGAR A, M Keras ffi HARTH I fRT o, FRATEAMA LR 2] — DR IAE, X420
Embedding /&,

REBER 6-5 M—A> Embedding EIHfL

from keras.layers import Embedding Embedding R E L EBH NS K
RIE AN GXE=Z 1000, A&
KBIRES| +1) FRARYEE (X
BR64)

embedding_layer = Embedding (1000, 64)

UK Embedding EELHA— L, RRERE| (FRRfEE IR ) MU S E RN R, B
BRSO Tt A, FEAE PR 7 LAy FR I B3R SR R MIAH G ) & . Embedding J25K
Fr [ E—Fpr e ik (UL 6-4 ),

M35 —= EmbeddingR —s XTI
F6-4 Embedding /2

Embedding JZ M A B— T 4ER Kk, HIBIR K (samples, sequence_length),
BATTERE - DBRETI., ERBI AKE N FH, Flan, X785 — 40 b
Embedding JZ, YRAILIEAIER N (32, 10) (32K 10 BYFSI 4 AL ) 2 (64,
15) (64 DMKEEN 15 BF SRt E ) At . ANt — s T 9 T a3 51 b 25 5AG A [
KB (PR B TR — okt ), BT LA R TSI Z ] 0 B8, B Y 5 91 % DA

X A~ Embedding JZ 1R Bl — A~ IR N (samples, sequence_length, embedding
dimensionality) BY=#EPESEGKE . SRS AT LU RNN ZE—4EGFUZ RS P A = 4Eik it
( ZHESAERHAA s

#—> Embedding JZFHILET, BT (BIARiCm AR ) EIFG RN, 5
HAb)Z M FEVGRad RErh, FIHI S LR A W 8 9 X Sedn] ) i, 2528 2 [R) 45 48 DUE T s
BRI RIRI . —BINZRSEn, iR A A 2 Rrn R 454, X e i 1) X I A5 B il

PR
FATPREX AL S TARAAZE R IMDB BRI 55 . 5, TN 2P

Bl o K PSRRI HT 10 000 AR LAY FLIA] (28— A B ECa SR Il 2 X 24 080 ),
SR REPTFAR R REBR ) D HAT 20 AN FRR] . X TH3X 10 000 SBR[ Z80RE 0] 4 SR 27 > — 4> 8
AEfRA, B AT ( CHEREOKE ) BN IARRS ( =4ER RBoKED), RIERXA
sk T4k, fnAE BRI —4 Dense EHIT402E.
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RALER 6-6  JN#k IMDB %R, #E45HT Embedding J2

from keras.datasets import imdb

from keras.layers import preprocessing EXAZBRIRFEHE A GXLBFHETF
max_features = 10000 <— {EASFHERBEIFNE i max_features N2 1 Ay &1)

maxlen = 20 <

(x_train, y_train), (x_test, y_test) = imdb.load_data(
num_words=max_features) <— IGEIEMEFEHTIE

x_train = preprocessing.sequence.pad_sequences (x_train, maxlen=maxlen)
x_test = preprocessing.sequence.pad_sequences (x_test, maxlen=maxlen)

BRETIRFERETIRA (samples,
maxlen) §J " HEEEHKE

IG5 6-7 7E IMDB U I f#i H Embedding ERI/M20e

from keras.models import Sequential
from keras.layers import Flatten, Dense, Embedding

57 Embedding REYRAMNKE, L
BEEEHRAMARTF. Embedding &

model = Sequential () HSERIZIR A (samples, maxlen, 8)
model .add (Embedding (10000, 8, input_length=maxlen)) <

model.add(Flatten()) <— FZHEMMNKERTFRFIRA (samples, maxlen * 8) FJ”HskE
model.add (Dense (1, activation='sigmoid')) <+— FEEERMY RS

model .compile (optimizer="'rmsprop', loss='binary_crossentropy', metrics=['acc'])
model . summary ()

history = model.fit(x_train, y_train,
epochs=10,
batch_size=32,
validation_split=0.2)

BN EAERG LR 76%, % IERNATE BAFIRIET 20 B, 5 EE FA R A0 AR
B, (HIEFE, UK AT RITIAE EfIZ— Dense |2, £ FEHERIG G AFH) H 1)
BEASPAGR BAARAL B, TV 5 AR 2 ] 1 5C R A T4k (AT, XAMRAI T BRSNS this
movie is a bomb Fl this movie is the bomb M Z&#BIE K T IEE ¥ ). TIFHIHE R AER AT TR
IIEIRZ 8 —AEEFUZ, B REAFIIE R AR 2 S FRIE . 24 FORJLT I E 2,

2. [FRFINZRAYIAERN

AT N GEARR D, LR T BT BEE IOk il A R e 5 1w A . B4R
B AN

ARAT LIRS A i A 25 [RD RO 2 A i) i CURBFE XA A 2 )2 = B 254 1k, IFH
HARMWEY, BIUE TIES 2500 — B8 ), A ETEfIen) 8 R 2% 2] @i A . 76 H
SRIE AL B AN 2R ialie A, A S 0 S5 7 MG 4328 v ol FH 1T 5 ) A R 22 ) 4%

O F—AMERE XA, MR EERE X EBRE . —FHE



6.1 ALK 155

R A RS REE R A O ) B SRR ARE, (HA/RTE Z AR D3R w1,
LEAn & WAL R IR B SCRRIE . ARG AL T, 152 (T FHAE At o) L2 B YRR, XA
e SRIEEL N

TXAR IR AGE R A IR GE 3RS ) USR] 2 ] R A A sl ek v ), FH A
MEARIRZ , P M4, A LAY 2. Bengio S5 ATE 21 220 B SeWFoR 1T —Fp R,
S T TE W A 7 B — NSRRI ARl A 23 1), (H B B 4% BBl A T &2
— word2vec HIEEMZ G, X — B A TR AERF G SR TR R AE) . word2vece 3k
1 Google [ Tomas Mikolov F 2013 47k, HALEEIUE TR s Etk, Hant:sl.

HVFZ W5 il ACBCHE EE, ARAR T LLR 2% 9 7F Keras Y Embedding 2 H .
word2vec F P Z—, 55— I & GloVe ( global vectors for word representation, 13/~
R ), HPEEERENR AR T 2014 4 A& o X Pl A 2528 T 0 e 240 T F
TSR . HIF R #H O LT TEE I ChRid MR, EATER = RS F R
F1 Common Crawl HHlE1H2]AY .

A IRBE — T W 7E Keras HR7 i GloVe fix Ao [RIFERY 73135 FH F word2vec 1 A5k
AR B o X340 AT DA AT RTINS 85 B SCA il AR, B AR SCR I,
— LA TR

6.1.3 BEE—E: MNEESTARIEHAN

AR BRI 5 2 MO0 UL 3 IR AR AR R RS, SRR, s
1 B 25— Dense )2, (HIAMKH TN GG A . AL, AT LIFLR, ST
IMDB 5l SCARE M, A2l ] Keras PN & 1Y 2 £ Hil 5G40 IMDB 485 .

1. % IMDB #iEHIRIA LA

B, FTIT http://mng.bz/0tlo, " #J5 4G IMDB $48 5 -/ 1% .

R, BATENATHEF TR o3, B FR RN — &S, R LR PFE
s (1ET / fi ) Feil 1abels 5113,

REG5ER 6-8  AbF IMDB JRIEBER IR

import os

imdb_dir = '/Users/fchollet/Downloads/aclImdb'
train_dir = os.path.join(imdb_dir, 'train'")

labels = []
texts = []

for label_type in ['neg', 'pos']:
dir_name = os.path.join(train_dir, label_type)
for fname in os.listdir (dir_name) :

(D BENGIO 'Y, SCHWENK H, SENECAL J S, et al. Neural probabilistic language models [M]. Berlin, Heidelberg: Springer, 2003.
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if fname[-4:] == '.txt':
f = open(os.path.join(dir_name, fname))
texts.append(f.read())

f.close()

if label_type == 'neg':
labels.append(0)

else:

labels.append(1l)

2. JHARHAT 1A

FHAN BT GHd S, FRATO SRS T 70, IR LRI I RAE MR e . Ky
PONZRA T AXTINZREEAR D i R A T (AR, 6 T BAARAE 55 A A T RERICR 47 ),
IR AFRATL A 1 LA BRG] R I 2R BRE D i 200 A, I, ARTS 2R 200
AR Z a5 IR PR T 6

RADER 6-9 X IMDB J i Bl 1 SCA EA T 017

from keras.preprocessing.text import Tokenizer
from keras.preprocessing.sequence import pad_sequences
import numpy as np

maxlen = 100 <— 7£ 100 B iR R EETTS

training samples = 200 <—— 1£ 200 PMEAR L%
validation_samples = 10000 <—— 7£ 10 000 MEA _EIGIE
max_words = 10000 <+—— HREEHERESET 10 000 & E LAY EHF

tokenizer = Tokenizer (num_words=max_words)
tokenizer.fit_on_texts (texts)
sequences = tokenizer.texts_to_sequences (texts)

word_index = tokenizer.word_index

o

print ('Found %s unique tokens.' % len(word_index))
data = pad_sequences (sequences, maxlen=maxlen)

labels = np.asarray (labels)
print ('Shape of data tensor:', data.shape)
print ('Shape of label tensor:', labels.shape)

indices = np.arange(data.shape[0]
np.random.shuffle(indices)

HHIERI D RINGEMEIESE, BEL

data = datal[indices] EITELRIE, BA—FREER R
labels = labels[indices] HFFH (T HETLEERIH,
RERABERRITE)

x_train = datal:training_samples]

y_train = labels[:training_samples]

x_val = dataltraining_samples: training_samples + validation_samples]
y_val = labels[training_samples: training_samples + validation_samples]
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3. 7% GloVe iAH#A
¥TJ¥ https:/nlp.stanford.edu/projects/glove, %% 2014 4F5E SCHEFE H R TR A . X2
—~ 822 MB HYJEAESCIE, 440 glove.6B.zip, HLIIFL S 400 000 ¥ (=R H iRl BgARic )
(49100 A 5o iR SCHE

4. SHERNFEITIALHE
FA TR IS BT (—A> et SCF ) BEATARAT, R — DR ] (A5 E ) B o i
AN (BE R ) RS,

REBEER 6-10  fif#tHr GloVe Tali AL

glove_dir = '/Users/fchollet/Downloads/glove.6B"'

embeddings_index = {}
f = open(os.path.join(glove_dir, 'glove.6B.100d.txt'))
for line in f:

values = line.split()

word = values[O0]

coefs = np.asarray(values[l:], dtype='float32"')
embeddings_index [word] = coefs

f.close()

print ('Found %s word vectors.' % len(embeddings_index))

Tk, TREAME AT LN E] Embedding JZ T ASE MR, B SR — BN
(max_words, embedding_dim) MWAERE, X HIARG] (FEAEBTFE ) RS R i Y HE,
ARV TEE | B A PR B Y embedding dim ZEM . &, K9] 0 REZAETA
HuAshril, BRSO

KEBEER 6-11  1EFS GloVe inlitg AJERE

embedding_dim = 100

embedding_matrix = np.zeros((max_words, embedding_dim))
for word, 1 in word_index.items() :
if 1 < max_words:

embedding_vector = embeddings_index.get (word) #* N\ 22 5| (embeddings_index)
if embedding_vector is not None: ik REIRIE, HiAEELHS0

embedding_matrix[i] = embedding_vector
5. EXIZH
FRAT T el -5 7 T AR ] PO S U 2
REES 6-12 BT

from keras.models import Sequential
from keras.layers import Embedding, Flatten, Dense

model = Sequential ()
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model .add (Embedding (max_words, embedding_dim, input_length=maxlen))
model .add (Flatten())

model.add (Dense (32, activation='relu'))

model .add (Dense (1, activation='sigmoid'))

model . summary ()

6. FEHRB S NEL GloVe iz A
Embedding JZ2 R —MEGEM M, B— D 4Em7r nBoiks:, a8 nEi 25K 0
FHSEBEA TR ) . WS TRT A, CRFUERS IR GloVe JE N3 Embedding JZ2H, BIARIKEE—)Z

RADER 6-13 A HIZRAY ik AN#F] Embedding JEH

model.layers[0] .set_weights ([embedding_matrix])
model.layers[0].trainable = False

AL, TFERES Embedding )2 (B trainable M False ), HIFHAIHIIZNA
B ERFEAAR], RERAE T o AR — BRI — 2 W25 (40 Embedding
Z), i —Ea R te iy (ansr2eay ), IBATE NI B A B B il 2R &8 5, LA
WA ERENIMRAFNEE . BRI E S I RE R BTN, SUIRC 2% 2N RHE,

7. NZGRB SRR
G iE I GRp iy

RIDEE 6-14 Y534k

model .compile (optimizer="'rmsprop',
loss='binary_crossentropy',
metrics=['acc'])
history = model.fit(x_train, y_train,
epochs=10,
batch_size=32,
validation_data=(x_val, y_val))
model .save_weights ('pre_trained_glove_model.h5"')

MK, LHERIPEREREN E A2 1E (LI 6-5 FIIA] 6-6 ),

REDER 6-15 24k

import matplotlib.pyplot as plt

acc = history.history['acc']

val_acc = history.history['val_acc']
loss = history.history['loss']
val_loss = history.history['val_loss']

epochs = range(l, len(acc) + 1)

plt.plot (epochs, acc, 'bo', label='Training acc')
plt.plot (epochs, val_acc, 'b', label='Validation acc')
plt.title('Training and validation accuracy')
plt.legend()
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plt.figure()
plt.plot (epochs, loss, 'bo', label='Training loss')
plt.plot (epochs, val_loss, 'b', label='Validation loss')
plt.title('Training and validation loss')
plt.legend()
plt.show()
Training and validation loss
2.00
° ® Training loss

1.75 A —— Validation loss

1.50

1.25

1.00 A

0.75 A ®

0.50 A )

°
0.25 A L] ° [ ]
0.00 ¢ o o
0 2 4 6

BEARAR PRI dh i

P 6-5 (il FHTBIUIZATRIR AR A I ZRAtt  FERE b 2

Training and validation accuracy

1.01 e Training acc ° ° °

—— Validation acc °
0.9 1

9 [
[ ]
0.8 -
[ ]

0.7 L
0.6 4
o W\—_\

0 2 4 6 8

B 6-6 i TIN5 3a] e A B A1 205 B R 6 A e

W, HEIGHEAR D, X

RIZRI USRI, (AR R T 60%.

—mit AR T REER RN, Bk
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ER, WZERATBESA AR VGREEARBORD, B ISP fE /™ FARHE T IRk £ /Y
200 MREAS, TREASEFENLEESE Y . WPRARTS BIRYEERAR 22, AT LA 22 CHB b3 200 AR Y
BERUREAS , ARAT LK AR N R~ (FEBLSC AR Gk £ A O il 25 ).

PR T ATEA B BN R A ARG AZAIEO T INZRAR R OB 72X RS AL T
PR 222 BT XHE 55 A ABRIC B o QRAT IR AT IR, SR 1208 W L BN il
ABISEAR, AHAGIA 200 DIGREEA . FADRIK— XA (WK 6-7 FK 6-8 ).

RESER 6-16  FEAM BN Zaali AR OL T, YIZA R iRl
from keras.models import Sequential
from keras.layers import Embedding, Flatten, Dense

model = Sequential ()

model .add (Embedding (max_words, embedding_dim, input_length=maxlen))
model.add(Flatten())

model.add (Dense (32, activation='relu'))

model.add (Dense (1, activation='sigmoid'))

model . summary ()

model.compile (optimizer="rmsprop',
loss='binary_crossentropy',
metrics=['acc'])
history = model.fit(x_train, y_train,
epochs=10,
batch_size=32,
validation_data=(x_val, y_val))

Training and validation loss

0.7 1 .__/\___/\———
0.6
0.5 4 L]
0.4
0.3 4 °
0.2
®
L ® Training loss °
— i i [ ]
0.0 Validation loss [ ® ° °
0 2 4 6

Kl 6-7 AT BRI 5 0 R kA5
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Training and validation accuracy
1.0 A ° ° ° ° ° ° ° ° °

099

0.8
® Training acc

—— Validation acc
0.7 4

0.6 1

0.5 A

Pl 6-8 AN FHTUIII Zhciil i AT Aoy ) 205 FEE R TS P
BUERG A B 50% Z—nio I, AR, BIZRai ARPEREZIL T 94855 — iy
STHHRA o MRS IREA SR, W OOR AR R A8k, AT LB EVE A —1 %R
e, BA T AR B, ARTE B INAE A T

RADER 6-17 WM EAE AT 537]

test_dir = os.path.join(imdb_dir, 'test')

labels = []
texts = []

for label_type in ['neg', 'pos']:
dir_name = os.path.join(test_dir, label_type)
for fname in sorted(os.listdir (dir_name)) :
if fname[-4:] == '.txt':
f = open(os.path.join(dir_name, fname))
texts.append(f.read())

f.close()

if label_type == 'neg':
labels.append(0)

else:

labels.append (1)

sequences = tokenizer.texts_to_sequences (texts)
x_test = pad_sequences (sequences, maxlen-maxlen)
y_test = np.asarray (labels)

R, BTG SR — L

JEE 6-18 7R FiTALAY
model.load_weights ('pre_trained_glove_model.h5")
model .evaluate (x_test, y_test)

ARG EEIR S T4 Nty 56% | FUH TARDRIIGREAS, 3R XFE S RIRA A D) o
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6.1.4 N\Z5

MERCEES T FHINE.

O SRR SCAR G R ph 28 45 B A0 PR A% 2

Q fifi ] Keras [ Embedding J2A2% 2 H X RRE 55 BIARICHRA
Q AN Zinlim ATE/NR H ARIE T AL BRI AR MRS T

6.2 IBMETEIREZINLE

HATVR WL BT AT P24 ( L anss 48 2 28 FAG AR 28 I 28 ) AT — 1 FE2E i, TP
PR BN AL, BT PREA A, e A S A Z BEA AR . XX
FERY LS, EAR A PR A e A s TR] 8, AR5 2 ] I 2% [ Bf JE /s B AT 81, B 9 5%
e AN S BN, VRTE IMDB ZR 6 Rk A K i IR A — A~ K i
SRJG—IRPEALEE . X FP 4 I VERTIRNEE ( feedforward network ).

SA R, YORFERIEX AN AR, AR Al e (s, HREE — R —
WA ), RIBT 2SIt 2 AT N A o XL EARAERS B S PR A ) FRTAE IR 5 3L B
fe LAt i 7 AR B E L, RIBHRAE— A T I BE N 25 B PR AT, X MR AR B e i
FEA R, FEREE B 5 BB HE AT AN B R

EIAHZ M4 (RNN, recurrent neural network ) SR HFIFERIRFE, Aad— M H Aty
WA eI RO, WAL R, R RS (state), HP RS 5CEF
WEFRIMEE . SEFR I, RNN 2—HA N MLE (ILE 6-9 ). EAFRFAASFERY
ST PSP &ATE B IMDB i ) Z R, RNNCARSSHEE, Hik, 4500 LR —1 7
GIEAERAEAE A, BRI A A o FLIEMUR R, B SN R S D B e T A 2
AR, P4 N0 P oe 2R A T 7 .

RNN
B

A
K6-9 fEIRMLS: A PRI K2

T HEER (loop ) FIMRZS MK FETE 28, FRATTH Numpy S S —N A7 B RNN (9 i [l 45328 .
X~ RNN A AR —A K781, AT GRS ARK/NA (timesteps, input_features)
M) dEsk i, EXTIEZE (timestep ) #EATi DT, FERRIIHIAE, BH%IE © 2 Y ERRES ©
B2 [ JEIR N (input_ features,) ], X - FHITHAEE ¢ 2% H . K5, TATE
TS RS R B L — B P s o XA — N, AN RIE Y
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FHREX, LVEBAYARRE, Bk, REEFREH A —A2Z m a3 AE R4 14
IEIRAS (initial state ),
RNN MRS a0 R iR o

5B 6-19 RNN fhftig

state_t = 0 <— t BZIAPIRES

for input_t in input_sequence: <—— WFIITEIHFHITIBA
output_t = f(input_t, state_t)
state_t = output_t <— RI—RAEIHER T —RERRES

PREEZ AT LGS BARA R £ M AFIRZS 2 i th 02, SRR (w o)
F—AMmEL . BT A5 45 A 12 P i A e

JEE 6-20 T4 RNN DhiUhs

state_t = 0

for input_t in input_sequence:
output_t = activation(dot (W, input_t) + dot (U, state_t) + b)
state_t = output_t

Hy T AR A0 & SRR TR, Ff T2 RNN HIRTIo) (56405 — 5 LA Numpy
REGEE 6-21  fAj B RNN AY Numpy 231
import numpy as np

timesteps = 100 <+— MINFSIHIRTIE) 5L
input_features = 32 < HMINFAETEEE

output_features = 64 <— M4 ETERVLEE MNSUE: BENLIRS,
) . ) RAE R B

inputs = np.random.random( (timesteps, input_features))

state_t = np.zeros((output_features,)) <+ VIIBIRTES: 2FE@E

W = np.random.random( (output_features, input_features))

U = np.random.random( (output_features, output_features)) B IEREN B ESEE

b = np.random.random( (output_features,))

successive_outputs = []
for input_t in inputs: <+—— input_t 22X A (input_features,) f[EE
output_t = np.tanh(np.dot (W, input_t) + np.dot (U, state_t) + b)

B AFIH AR
successive_outputs.append (output_t) s N
’ S B RE (i — i) 3t
state_t = output_t F— %D e IEE

final_output_sequence = np.stack(successive_outputs, axis=0)

EHMEERTS, BT
T—AEfES

BRABEE—MZIRA (timesteps,
output_features) {4
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JRETIH., BZ,RNN 2—> for A3, BB Z M AER AT — YA R HEER , fUkmic .
IR ARAT DIV Z AR B RNN, BT R R S0 X7 HUR R ] 5 RNN Rk 2 —
RNN ARFAEAE T [E] 20 pR S, iy )5 P A 1 ek & (LT 6-10 ),

output_t = np.tanh(np.dot (W, input_t) + np.dot (U, state_t) + b)

Bttt -1 (e B e+l
o't
output_t =
activation (
. Weinput_t +
At Usstate_t +| ARA t+1
bo)
HiA el A ¢ i et

E 6-10 —MRBAAY RNN, 5[] B IT

FE OABP, R&HEZ—AHBIKA (timesteps, output_features) 89 =4k, L P
BAME Y RERE ¢ B2 i R R P OEANNE Y ¢ LAMAF T P EE
O~t B913 8, X TAIFLLNEE, B, EZRHAT, RIFREZIANTAHE
W3, RRAEERE—/ e (AL RETE output_t ), BACLEAET
A3 6913 8

6.2.1 Keras FRIERE

1A Numpy TSR, XN —ANSEFRAY Keras )2, Bl simplernn 2,

from keras.layers import SimpleRNN

A /NN simpleRNN JZ BEUSIR H A Keras JZ —FEAC B FHIHE &, WA E
& Numpy 75 BIIEAE HBEAL BR AN T80, B, BEHEBUBIR A (batch_size, timesteps,
input_features) BHEIA, TMAE (timesteps, input_features),

5 Keras T AIEIRE—HE, simplernN A DIZEMFCA R AT ialy: —Fhjgik )4
ASBHE S S B SE R E ), BITEARN (batch_size, timesteps, output_features)
B =4eakar; oy —FR HaR Bl AR I A, BUEARA (batch_size, output_
features) W 4E5k &8, XPIFRH return_sequences XM BRELS SO H . Tl
KF—MEH simplernn MBIF, B HiR PG — B a2 A4

>>> from keras.models import Sequential
>>> from keras.layers import Embedding, SimpleRNN
>>> model = Sequential ()
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>>> model .add (Embedding (10000, 32))
>>> model.add (SimpleRNN(32))
>>> model.summary ()

Layer (type) Output Shape Param #
embedding_22 (Embedding) (None, None, 32) 320000
simple_rnn_10 (SimpleRNN) (None, 32) 2080

Total params: 322,080
Trainable params: 322,080
Non-trainable params: 0

XA TR [ SERE EARZS P

>>> model = Sequential ()

>>> model .add (Embedding (10000, 32))

>>> model.add (SimpleRNN (32, return_sequences=True))
>>> model . summary ()

Layer (type) Output Shape Param #
embedding_23 (Embedding) (None, None, 32) 320000
simple_rnn_11 (SimpleRNN) (None, None, 32) 2080

Total params: 322,080
Trainable params: 322,080
Non-trainable params: 0

N TREMAIFRGES, K2 MEINEE D HEEA MR RA . EXFEL T, K
it 2L LI AT P ) E AR [ S8R A P8

>>> model = Sequential ()

>>> model .add (Embedding (10000, 32))

>>> model.add (SimpleRNN ( return_sequences=True) )
(
(
(

>>> model.add (SimpleRNN
>>> model.add (SimpleRNN
>>> model .add (SimpleRNN

32

32, return_sequences=True))
32, return_sequences=True))
32

3
|

>>> model.summary () <

Layer (type) Output Shape Param #
erbedding 24 (Embedding)  (Nome, Nome, 32) 320000
simple_rnn_12 (SimpleRNN) (None, None, 32) 2080
simple_rnn_13 (SimpleRNN) (None, None, 32) 2080
simple_rnn_14 (SimpleRNN) (None, None, 32) 2080

simple_rnn_15 (SimpleRNN) (None, 32) 2080
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Total params: 328,320
Trainable params: 328,320
Non-trainable params: 0

Tk, FRATRIXRN T IMDB HUEZPHE MK, 15, XPEE AT kb B,

E#%5 IMDB %3
from keras.datasets import imdb
from keras.preprocessing import sequence

max_features = 10000 <— {ER4SAERY iR

maxlen = 500 . . . . .
batch_size = 32 ERXLZ RN EEEXA (XL HRE

BT BT max_features N5 LAY EIF)
print ('Loading data...')

(input_train, y_train), (input_test, y_test) = imdb.load_data (
num_words=max_features)

print (len(input_train), 'train sequences')

print (len(input_test), 'test sequences')

print ('Pad sequences (samples x time)')

input_train = sequence.pad_sequences (input_train, maxlen=maxlen)
input_test = sequence.pad_sequences (input_test, maxlen=maxlen)
print ('input_train shape:', input_train.shape)

print ('input_test shape:', input_test.shape)

FATH— Embedding ZFI—~ SimpleRNN JZRYINZr—A T HRAOTEER L

RAZEHE 6-23 ] Embedding 2 SimpleRNN 2| Zrikifl

from keras.layers import Dense

model = Sequential ()

model .add (Embedding (max_features, 32))
model.add (SimpleRNN (32))
model .add (Dense (1, activation='sigmoid'))

model.compile (optimizer="rmsprop', loss='binary_crossentropy', metrics=['acc'])
history = model.fit (input_train, y_train,

epochs=10,

batch_size=128,

validation_split=0.2)

HE TR BRI GRS IE A5 R ME . ( ULIET 6-11 FlTE] 6-12),

JEE 6-24 IR

import matplotlib.pyplot as plt

acc = history.historyl['acc']

val_acc = history.history['val_acc']
loss = history.history['loss']
val_loss = history.history['val_loss']

epochs = range(l, len(acc) + 1)
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plt.
plt.
plt.
plt.

plt.
plt.
plt.
plt.
plt.

plt.

plot (epochs, acc, 'bo', label='Training acc')
plot (epochs, val_acc, 'b', label='Validation acc')
title('Training and validation accuracy')

legend()

figure()

plot (epochs, loss, 'bo', label='Training loss')
plot (epochs, val_loss, 'b', label='Validation loss')

title('Training and validation loss')
legend()

show ()

Training and validation loss

0.7
o
0.6
0.5 A
0.4 - [}
0.3 4
[}
0.2 )
[
0.19 @ Training loss L] °
—— Validation loss ° ° °
0.0 1= T T T T
0 2 4 6
K 6-11 K simplernN W T IMDB A4 Il 245 2 At iE i 2
Training and validation accuracy
1001 Training acc = © ° °
0.954|— Validation acc P .
[}
0.90 A °
0.85 A °
0.80 4
0.75 A
0.70 4
0.65 -
[ ]
0 2 4 6 8

E 6-12 ¥ simpleRNN T IMDB AU Z5AE B AR 2
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fRME—T, 1255 3 7, B NEURAR B — MR AR R R IR B 2 88%. AR,
HIXAFEMEALL , XA NUTERR M8 R R IO AL (BIERSE R 85% ) [ BER 3 I ITE T,
BB TR 500 SR, TAAREEAFS, R, RNN ZRASHE B LT T B S R b
H— i IENAET, simpleRnN AMERABKFH], HAISCAR .

FABRRMIERZH RN E 2 . BAIDRE L E S R IERZ

6.2.2 IEf#ELSTM EF GRU B

SimpleRNN Jf-ANJ& Keras H0fE—m] FHITE IR 2, B4 5404~ LsTM fil GrRU, 7ESEER
MBI Z — K2h simplerNN i@ i THifk, BA SEHME. SimpleRNN AR AR EHE,
TERTZ) €, HLE LR, ERNIZARENS G Z R Z i UL AR R, (HSERR b R A g
FIFh BRI Y . L R AE TR EEIE SR Bl @ ( vanishing gradient problem ), iX—&Lh S+
TEE B Z W AREIR M 45 (BRI INZS ) POER B Ia0N . R 253N, 45 e AR 190
1%, Hochreiter. Schmidhuber Fl Bengio 7£ 20 tH42 90 4EACHIBIZE T 3% — 300 iR A @,
LSTM JZH1 GRU JZHRIZEN T X AN R M1 o

Sk FE vetm 2. HAFE K EICIZ (LSTM, long short-term memory ) .75 Hi Hochreiter
Fl Schmidhuber 75 1997 4ETF % ©, & = ABFFMEE I 26 IRl A 7 B2 A L

LSTM Jz/2& SimpleRNN JZM—FEIA, BEHEOI T —Ffi (5 B B8 mEE . &
WA — -G %kAl , Hag 15 10 AT FAORFT AR BRI T 50 o 70 v i (5 BT DAEEAR B BBk AR5t
SRIGAG IR B IR (B R125, TR ZEn] R AN bk In ok . 3 SEBs b at)e LSTM (19 &
PRAHAF B UME R TAE AT, AT IR S (5 S 7EAL B R rh B 2k

J TR T s, FATHEM simplernn HLITH IR YRR (W 6-13 ). KNAVFZ1HL
FHIEE, FrRXTERITH w AU BN ERERR I M AR EE o (Wo Al o), FoRii .

it e-1 it © it e+l
[
output_t =
activation(
— Woeinput_t +
A € Uoestate_t +| JRZ t+1
bo)
WA t-1 KAt A t+1

B 6-13 e nsT™ JZH A . SimpleRNN 2

(D BENGIO Y, SIMARD P, FRASCONI P. Learning long-term dependencies with gradient descent is difficult [C]/IEEE
Transactions on Neural Networks, 1994, 5(2): 157-166.
(@ HOCHREITER S, SCHMIDHUBER J. Long short-term memory [J]. Neural Computation, 1997, 9(8): 1735-1780.
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FAT ik gk PG AN R R, P A A BN (R AR B . EEANIR] IR 2
AEMAE ce, Ho ¢ FR#™ (carry ). X5 B0 T LU TR0 . BORE-S5m AZE 1%
RGBT (Gl — e, BISAEE MEVE R, SRJE I b — A, R
— AP PR, TR IR A2 338 31 R — S fE] 2B RpIR S il — N30 pR A — S IRIE s 5 ).
MM ERF, #E B AE — MR T — DM AR — NIRRTk (LA 6-14 ). B H AT
1EARARRT

i -1 Fh £ Fath c+1

ct-1 ct Cct+l PR

C t|output_t = ct
activation(
Woeinput_t +
Uoestate_t +
A - R e+
ki e Voec_t + R e+l
bo)

A -1 WAt A t+1
K 6-14 M simplerNN F| LeTM: FRI— & HLIE
TR E X — IR G Z AL R BAR A T — IME R . B = R ) 2E
X =AM IE 2R S impleRNN HLITAHH .
vy = activation(dot (state_t, U) + dot (input_t, W) + b)
HIX =AR AR B & B AR, AT TR 10 3 Mk FER Thn. HETHIEA _
BRI R XA RER SR A SER i, (B2 — il ).

RIDFEEH 6-25 LSTM ZEMIAG RIS (1/2)

output_t = activation (dot (state_t, Uo) + dot (input_t, Wo) + dot(C_t, Vo) + bo)

i_t = activation(dot (state_t, Ui) + dot (input_t, Wi) + bi)
f_t = activation(dot (state_t, Uf) + dot (input_t, WE) + bf)
k_t = activation(dot (state_t, Uk) + dot (input_t, Wk) + bk)

XFi_t. f_t Mk _c BT, ATRAREEREENOIRS (F—4> c_t ).

RIZEH 6-26 LSTM ZEMIAGTEAHEICHS (2/2)

c_t+l =it * k t + c_t * f_t

Fl 6-15 251 TN FR AR 2 S5 R R . LSTM JZ N AR A E T . AR E LI
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T e—1 i i e+l

ct-1 ct ct+l P

T B
C t|loutput_t = Cct
activation/(

Wosinput_t +
—_—

wET| L) | e

bo)

A t—-1 WAt A t+l
E 6-15 HIHT LSTM

PR E T2 — L, AR T DU BRI B H Yo FEAnARaT LA, K c_c A £_c MR,
Je N TR SRR P RO A HOCE B IR, i e R ko ARRBLC T M RTHIEE, TR
PR R Bk R A Pl . (HITARSEE, XM RIFBA 2R, PO LEIa 5 SERRACR
Je S B PE Y, A DA B3 i) 7 s AT ), BRI R MK TT AR, AT hE
NEA BRI REE R H A, RNN FOTHRED CINETRTIE ) e TARBR 18], BI7EI 2R
A8 R R AR (923 ], (HERBEDCE RNN BOTiPERT, B2 f S A R peE . A —
MHTCHAARMAE, WS AR I, 408 RNN OTHsda, iyl
R AR — AR, AR —Fh TR R LRt

XEFRIFEN ORI, XA R AEERE (BRI SE B RNN 0 ) P ilr B a5k
KR (AR b2 T 1 A ), MIARIE A TRRIIR IS, fERK, IR EHA T
MR, BZ, RN ERAFCT Lot ST HARSERM AR 2. VM A, BifRE
AROZRVRERA . IR R ZACE LSTM BIThIfE]: Rvrd 200fE B RS FOEA, MTfig
PRAH JEE T 2% (R

6.2.3 Keras F— LSTM By E K5I+

MAEFRA KT — D SLPRAg RS . ] Lot 2RO — MR, SR )5 7F IMDB %04 -
NZRAEL ( ULIET 6-16 FIIE] 6-17 ) XA RIZK S HTTH AN 241 SimpleRNN MIZEEML, /R AT 15 5E
LM EIHRINAERE , HALIrA 28 (CARZ ) Bl Keras BRIAME . Keras HATREFHYBIALH,
TemF-ghii S, AR EWREIERIBTT,

RAL;EE 6-27 flifH Keras A LsTM |2
from keras.layers import LSTM
model = Sequential ()

model .add (Embedding (max_features, 32))
model .add (LSTM(32))
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model.add (Dense (1, activation='sigmoid'))

model .compile (optimizer="'rmsprop"',
loss="binary_crossentropy',
metrics=['acc'])
history = model.fit (input_train, y_train,
epochs=10,
batch_size=128,
validation_split=0.2)

Training and validation loss

0504 @ ® Training loss

—— Validation loss
0.45 A
0.40 A
0.354
0.30 P~
0.25 4
0.20 A L]

0.15 1 L °

0.10 1

E 6-16 ¥4 noT™ W T IMDB B3I 254 26 Fs e st 2

Training and validation accuracy

® Training acc o o °
0.959 ___ validation acc ° o .
[ ]

[ ]

0.90 -
®

0.85
0.80
07519 . . : :

2 4 6 8

& 6-17 ¥ LoT™ T IMDB B3I ks B TG A

X, WUEKS LIRS T 89%., MAHE, HIE L simplerNN MZEFL T, X EERFN
LSTM 26 BETH R IR R R /MR 22 0 XD ERALELER 3 B A i e M2 4y, ARG Y
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it LA 3 B2, HARTE 500 AR 2 ke P 91 0T, RS 3 SR sl

EXS PR R AN 2 REFE R, XS ERRBAER . N4 LSTM A
RER G A7 — DR ERARBA L SORTITB AL, L AR 5L LSTM i th 4852 . 55
— MR ARSI EN . HEESEE, BEEERAE T, B TR R RIS (X
TEJE LSTM FIHEHY ), XPERM RN DA X TR RO R, MR AT 8
WG] K H SRR AT IR GF b . X IR R AR — N R T R s . (HE A A
MER F IR AL BRIADET, Rpopl 2 R AL AS B, X LSTM AL H I 1.

6.2.4 INE

MERC L= T UL TS,

Q PEIAHZEMLE (RNN ) AORE S M T AR B

Q KAEHicIZ (LSTM) 2AtA, I ABEHERTFS L SCREL T80 RNN,

Q W fdi FH Keras B RNN JZR AP 51 £ o

ok, AT RNN JUA =g Diae, 13X 0] DAESRAT ROR R BE 5 2] TR A A

6.3 EIFBEMEHESRAE

AT R G R 4 (R PERE FZ AL RE T ) = FPm B A% 1 . 2258 AR, IR A%
FH Keras SEBUE IR 45 (1) IR0 2 o FRATTRE A 0 T 0 [ 8 P A 233X =AM o AEaX ANl
BE sSSP AR [ R R DL AL IR, GIRIREE . AR, B, R FH X S5
e TN 5 Jei — A B A 24 /NI Z R TR . SR — RS PR e I, Horp S 2 Ak
LR [] 5 1) B 2 388 81 P PRI

BATESAFALIT =Fpd 15,

Q &L dropout (recurrent dropout ), X J&—FRREE I B L, 7EMEA 2 H i dropout

KBRS
Q #EEBMEIFE (stacking recurrent layers ), XS HEm ML FRREES (UM EE S HITHE 7
i o

Q WEEIFE ( bidirectional recurrent layer ). FfAH [F] 5 B AR 1 7 2 IS THIA N 45
AT AP b B I G2 gt ot o [ R

6.3.1 EE TN E)RE

FIE AT Ak, FATIE 2 A —— Bl 51 B O SCR BN, Hean IMDB il 42 7 % i 4t
Bl HER TS A2, HALVFZ b Wi 2 T sEdE . ZEA TR 67, &
PR T — A A TR P SR 4R, e e sl S 5 1) S R - 5 BT o A W R AL 2 B 5 BT 1) <
ZRIGICR
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FEXABARSE T, A 10 0 8H0sE 14 AR CHRanE . AOK . B8 Kun g ), Horp
B & ZAERYIE . RS PTIE 3 2003 4, (AL ] 2009—2016 4F- A9 %R . X A5
LR AR R A FR A 2T A BRI A B [R]FP 3 o FRATDRF 23 FH XA B5d S St A e A | g A a1 —
SRlE (JLRAYEAE S ), ATLATII 24 /Nt 2 5 0T

TEIHE G, TR,

cd ~/Downloads

mkdir jena_climate

cd jena_climate

wget https://s3.amazonaws.com/keras-datasets/jena_climate_2009_2016.csv.zip
unzip jena_climate_2009_2016.csv.zip

KW — T

RADE 8 6-28  WLECHI S XU 4 1 X

import os

data_dir = '/users/fchollet/Downloads/jena_climate'
fname = os.path.join(data_dir, 'jena_climate_2009_2016.csv")

f = open (fname)
data = f.read()
f.close()

lines = data.split('\n"')
header = lines[0].split(',")
lines = lines([1:]

print (header)
print (len(lines))

MEHTTEIE M, 547 420 551 (780 (AR ANRHELE , e T— A H A 14 5 _
AR ), T T RIS

["Date Time",

"p (mbar)",

"T (degC)",
"Tpot (K)",
"Tdew (degC)",
"rh (%)",

"VPmax (mbar)",
"VPact (mbar)",
"Vpdef (mbar)",
"sh (g/kg)",
"H20C (mmol/mol)™",
"rho (g/m**3)",
"wv (m/s)",
"max. wv (m/s)",
"wd (deg)"]
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TR, B 420 551 18R A5 — 1 Numpy (41 .
REDEE 6-29  fRHTEIE

import numpy as np

float_data = np.zeros((len(lines), len(header) - 1))
for i, line in enumerate(lines):
values = [float(x) for x in line.split(',')[1:]]
float_datali, :] = values

Hedn, R EERERE AL anE 6-18 o (L. BRECHEE ) fEX K, IR0 LUEE A
PR B4R B AR 1

RADE S 6-30 2R ER )

from matplotlib import pyplot as plt

temp = float_datal:, 1] # =& (45, |KE)
plt.plot (range(len(temp)), temp)

-30 I L L 1 L 1 ! L

0 50000 100000150000200000250000300000350000400000450000
K 6-18  TERURAEREAI LRI R (B0 SRICE)

Bl 6-19 25t 1T 10 KRR &R s 10 pphic st — A 8dis, Bril XA 144 4
Bt i

FRIBE B 6-31 24l 10 KI5

plt.plot (range(1440), temp[:1440])
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1

1 L 1
0 200 400 600 800 1000 1200 1400 1600

-25 1 I !

K 6-19  Hfuferbar 10 KA (FRfL: $RICE)

FERGK N, URAT IR B RRR I SIS A, TEHUE RS 4 AR . 70N, X
10 R—E ek A TR A FA 4.

UNSRARAE AR 2L H B0 B T > A P2, AR A TRl AR g 5, PR it H.
AATEE AR R RN . (HEAJLRROEERE , R EAR TR 2, DRI, X
AN ] 3002 R AT A e 2 Ao Rk AN IRl AR 5 5

6.3.2 HER¥IE

XA AR YIZRABR T . —AEHEI2EE 10 7308, & steps ANBFHIERFE—IREHE, 4
FELE lookback MNFEIAL Z N AYEE, BEATIN delay MHIEIZ )5 FHE? IS EUE
wr,

O lookback = 720: ZiEidd: 5 KA

Q steps = 6: WL RAEIURIE B/ NS — B85 15

Q delay = 144: HFREARE 24 /N2 )5 9% .

TR Z T, VRTFESER LT S,

Q KR A PR e R 45 ] DAL PR AR 0, AR AT BR . B0 O 2R 8 A, T AATR

B iAo AEESHE b A B R S AN RIS B g B 58 A T —20 2] 430
Z 8], AHSERATE 1000 2 M FF ). VRT3 ZEXHEA R P80 40 SR Efk, ibeiE
AFHBLF 71 Bl P A IR/ N R AP

Q 45— Python ZEMi#S, DUYHTATESEEAE A, I i i85 v Az s it

i, [ AR AR I HARIRIE . PR B 4 h R A 2 B TUAR Y (48 N ANREACRT
55 N+LAEEAR, KRS EEARIR Y ), AL S PR R A S — R IR B . AT,
AR 68 FH b 5 B A AR
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A BREE T IR, R RIS 5 I (E, ARG BR U R 2 o BAT A8 T iy
200 000 S ] IRt Fr AN S B o i TSP A (BRI o 25

KRS58 6-32  Fdlitriife

mean = float_datal[:200000] .mean (axis=0)

float_data -= mean

std = float_data[:200000].std(axis=0)

float_data /= std

fURSIE B 6-33 25 th TR IR AR e . B T — N JC4 (samples, targets), H

th samples M ABHER— LR, targets JEXTN AT HAREEE ., A asSEF .

Q data: PFRECBRAE A RIAEEH ,, TEACRSTE 5 6-32 ol HpREAL .

Q lookback: i ABHENIZEAG L% 2D E

Q delay: HMRNIRIERRZ D IMEEZ IR

0O min_index Ml max_index: data ZZHHINERG], T €T EHEIPLnfFI2E, XA
By TORAF— BB Bl ] T HE . 55 —aB o3 T

Q shuffle: JEFTALEEAR, RARIFRIBEA

Q batch_size: B PHLEIFEAEL,

Q step: HRAER W] (AL NRIZE ), FRATRIBEN 6, i 2B/ Nl — K

RADJE R 6-33 AUt 1] F FIEEA S L FARAY AL il

def generator (data, lookback, delay, min_index, max_index,
shuffle=False, batch_size=128, step=6):
if max_index is None:

max_index = len(data) - delay - 1
i = min_index + lookback
while 1:

if shuffle:

rows = np.random.randint (
min_index + lookback, max_index, size=batch_size)
else:
if i + batch_size >= max_index:
1 = min_index + lookback
rows = np.arange (i, min(i + batch_size, max_index))
i += len(rows)

samples = np.zeros((len(rows),
lookback // step,
data.shapel[-11))

targets = np.zeros((len(rows),))

for j, row in enumerate(rows) :

indices = range(rows[j] - lookback, rows[j], step)
samples[j] = datalindices]
targets[j] = datalrows[j] + delay][1l]

yield samples, targets

N, FAVEHIXA R K generator BRECREBIL =AM EMAR: — TN, —DH
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THAE, AT AL RS 70 3 BT IA B A AN [T (] BE DN 2 A i s 13 B
200 000 EFIEI AL, B iiEAE BER R EBESS 19 100 000 ANETRIAE, DA AR S2 IR T B ) 25

KADE R 6-34 MR UIZE AT . B0 UEAE B as AN A s
lookback = 1440
step = 6
delay = 144
batch_size = 128

train_gen = generator (float_data,
lookback=1lookback,
delay=delay,
min_index=0,
max_index=200000,
shuffle=True,
step=step,
batch_size=batch_size)
val_gen = generator (float_data,
lookback=1ookback,
delay=delay,
min_index=200001,
max_1index=300000,
step=step,
batch_size=batch_size)
test_gen = generator (float_data,
lookback=1ookback,
delay=delay,
min_index=300001,
max_index=None,

step=step,
batch_size=batch_size) HTEERNBITE, BE
. M val_gen FRIEL % K
val_steps = (300000 - 200001 - lookback) //batch_size
test_steps = (len(float_data) - 300001 - lookback) //batch_size <

ATEEEMWAE, FEN
test_gen FHHEIE IR

6.3.3 —HETEIRMN. FNRFIMEETE

T FH G TR = > RS TR i T T () R iy, AT 1 SE il — bR T RR A T 07 1
BTN S AR A, BT LU — R, S R AL AR S LR BT OXA HvEA fiE
RILIA RN O — 1 B0 B RRERTT S 00T AR, SRl T R i B kAR A
— DG TSP 73 AT S, S L A S UL . AR E AR h e
90% HIZEH] A SEHIRT 10% BIZE5 B S2B, AR A5r AT 55 B —Fp S T R B 7 I AR B AE AR
IRZTRMEI] A", XTSRRI SRS 90%, PR R[5E T2 ) Y DT S TEAS FE e T 90%
A REME AT R . A, IARESREAR IS T 35 T REARMES T I



178 F 6% HREFIRTILAFGT

A, FRATAT ARSI (] PR 2 (WK B IR EEAR AT R 4 R AY
B, JFHBARRMEBER. Hit, —Fh T8R0T R e 2 T 24 /N it
ST IR . A ME A4 xTR2 (MAE ) f8brdki il ik .

np.mean (np.abs (preds - targets))

T HEGE PG RS o

REB58 6-35 ARG HIRIIEMET IL MAE

def evaluate_naive_method() :

batch_maes = []

for step in range(val_steps):
samples, targets = next(val_gen)
preds = samples[:, -1, 1]
mae = np.mean(np.abs(preds - targets))
batch_maes.append (mae)

print (np.mean (batch_maes))

evaluate_naive_method ()

520 MAE 8 0.29, [HA R EEE R g brE AL I E R 0 ARuEZE R 1, T RAJGEE BN
MEATIRRE . ERACRURE I X TR 22N 029 x temperature_std R KJE, HI 2.57°C,

KIBER 6-36 K MAE Fi40 il [RIRE 1R 2%

celsius_mae = 0.29 * std[1l]

AP ILERIRIZLIEAN TR o H T ARAUESS S AR~ ) AFORBGAL R
6.3.4 —MEKRNNNFZFIHGE

TEZNLAS - I TVE Z 0, S — TR IR ST R R ARAT FHRY s [RIRE, FETTIRHESY
S HAPRAUH R e i (LA RNND) Z i, Sl g o TR U IR A AL g 2 ) B 1
SEARA IR, Hean/ N R AR R 2% . ] AGRUESE— B3 Rl i S 2 B e A R, I
SR EIEMAFAL

FRRTE B 6-37 25 i T — AR, R B T, SRR I Dense JRIFIE1T,
R, HJF—" Dense JEEA MR RE, 200 T BUHRIEUEARE WY, FRATHH MAE 1
NP o PGB RS AR AR H RO R e A R], B LA LB FU SR 7 ik A5 2

KB R 6-37  YNZIFITAN— A2 4L 1 AR
from keras.models import Sequential
from keras import layers
from keras.optimizers import RMSprop

model = Sequential ()

model.add (layers.Flatten (input_shape=(lookback // step, float_data.shape[-1]1)))
model .add (layers.Dense (32, activation='relu'))

model .add (layers.Dense (1))
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model .compile (optimizer=RMSprop (), loss='mae')

history = model.fit_generator (train_gen,
steps_per_epoch=500,
epochs=20,
validation_data=val_gen,
validation_steps=val_steps)

AR R EAEAIIZRr ik th 2 (ILIE 6-20 ),
KIBEE 6-38 2l 45 R

import matplotlib.pyplot as plt

loss = history.history['loss']
val_loss = history.history['val_loss']

epochs = range(l, len(loss) + 1)

plt.figure()

plt.plot (epochs, loss, 'bo', label='Training loss')
plt.plot (epochs, val_loss, 'b', label='Validation loss')
plt.title('Training and validation loss"')

plt.legend()

plt.show()

Training and validation loss

L4 ® Training loss
0.40 - —— Validation loss
] /\A/\/\/\/\/
0.30 -

L]
L]
0.25
- L]
® 9
[ ]
L Y
L]

0.20 A ®000,4o0

T T T

0.0 2.5 5.0 JuD 10.0 12.5 15.0 175

Pl 6-20 i B AR i I 4 1 HIS S B AT 55 B I bt R AR IEAD K

PRI SR UER R T A 2 S R SR 1, HIXAN SRR T SE . SRR 1 e X
ANFEMETT IR BODERT, SR, BBGX N SEIF A A S . BATR RS T REAMERNEE,
MHLAR =7 I BRI AR L5 B

PRATREZ ], AR K 3 AR 2 (B0 A7 — A ] 5 HL AR B R A AR TR (R T TR o fe
Tk ), W 2FA TN GRS AT $R B MR FoE— D R 7 SRR T, XA B p g
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PI7 ZIEA RN G B 2 T 4R A AR, FRATTERER s ) ( RS A ) Rk Ir &, X
AT A3 ) S B AT E SRR B T A PR R 25 AU 25 i) o X BB R8RS E 20 T,
URARAE— DR AR 23 18] o F AR DTT 5, IR AT RETC I~ 2 ] B ELYERE R AP A SEMETT 125,
BARTEAR PR E R TR S B i — B 23 A AYL, XRHLE 7 2 — b HE 2 A BR A -
AR o B B AT W 2 R 25 TR E R R R BSR4 AT IS 8y > S TCik 4R 3
1 B ST ] LA R TT S0

6.3.5 FE—NMEIMEEE

B I RRCR AT, AR IR B G PR > ARG Tk A i, ii—ANJ7
P S R P A o, X N A B TR R TR R RS . FRATRE — T EE AR AT
E—MrHl, H R R AR EE, AT 22— R E IR P oAb B R & RO
SIS G A AN EE , A BRI T AR SR, X 55— AN

FA P8 Chung 25 AXE 2014 4EFF & 1 crU J2 @, TR E— 352800 Lo 2o 11854
I (GRU, gated recurrent unit ) JZ21 TAERES LSTM #[F. (HEM 7 —Lfifl, Hitiz
TR BN AL ( BSRFIRRE I T REA AN LSTM ), HLgs ) rh AL AT DL B F - a0 5
FoREe S Z [T .

REDEE 6-39  YIZIFPHE—JET GRU By

from keras.models import Sequential
from keras import layers
from keras.optimizers import RMSprop

model = Sequential ()
model .add (layers.GRU (32, input_shape=(None, float_data.shape[-1])))
model .add (layers.Dense (1))

model .compile (optimizer=RMSprop (), loss='mae')

history = model.fit_generator (train_gen,
steps_per_epoch=500,
epochs=20,
validation_data=val_gen,
validation_steps=val_steps)

Kl 6-21 TR THOBEER . SCRFZ T mi TR THIRIEMET % XU T HLaRe: -~ /Y
B, QUERT T IEPR M4 5 e 9 Ji - (4 8 A R 288 A U FE X P 55 B i

, , , et al. Empirical evaluation of gated recurrent neural networks on sequence modeling.
(D CHUNG J, GULCEHRE C, CHO K. 1. Empirical evaluation of gated 1 ks deli
[C)//Conference on Neural Information Processing Systems, 2014.
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Training and validation loss

0324 @ ® Training loss

—— Validation loss
0.30 A

[ )
0.28 °
[ )
()
0.26
o [ ]
[}
[ ]
il [ ]
0.24 o,
[ ° &
0.22 A [ ]
° @
® e

0.0 2.5 5.0 oL 10.0 425 160 175

P 6-21  fifiH] GRU 7EHRE IR AL 55 b AR 2 FgE

FHYEUE MAE 2972 0.265 ({ETT 4R B2 4005 2010 ), SObR AL B4 Gl BE 1)1 1 4 ) 15
250 2.35°C, HERAIMIRZE 2.57 CAHLL, XGRS Friges, HaTREA Bt ry=s1a).

6.3.6 {E£MTEF dropout REERIIUE

MANZEFN S UE 2 bl DABH B A, AR B S JUAed e, U2t 2k Fner b 4d 2k 5t
TR R IR 2 . FRATE 2% B AR 1005 1Y —Fh 28 M H R ——dropout,  BIRF B — 2 9 g AL
JCREHLIE N 0, o H AR F T2 N 2850 h AR SR AR OGP o (R LRGP I 45 b ey 1 b feff
dropout, XIFAE—RIFAAYRIET, AT EUAGE, EPEPR)ZRTHE N dropout, R IENfL2s
Wik S R, WAL, 2015 48, 7556 T DU MIrA R 2 3] Bt 138304 @, Yarin Gal
FE T AENEIR M2 Hh i ] dropout AYIE A J7 2 - X4 s a] 25 N i Al AR R 9 dropout #ER ( dropout
mask, MR AEFEEIC), MAZLE dropout HEMS Rl I H]25 B 3G N BEHLAE L. LAk, A
TXF GRU, LsTM SEEFRZS B FRAME L, 2R ASBERT B 28 16 Y dropout HERS N H T2
HNFRIEER S (WY VEMEER dropout RS ), X AEAA [AIA(8 FAH IR 1Y dropout #EAS, WTLALEMIZ%
T A ) [) T A AT L2 2] 2, iRl [B] AL AR fE ) dropout FERS I S A IR IX MR ZENE S, IF
HAR T2 1o 7

Yarin Gal i Fi| Keras JF IR FY, JF-H5 DR AL 1542% P 3 Keras fE3 )21, Keras
H RGN Z A W5 dropout AHX IS EL: —AJ& dropout, ‘BERE—MF A, Bz
i AFAICHY dropout ;5 — & recurrent_dropout, F8EMEIFHICH dropout LR, T
115 GrU 2N dropout FIJEHA dropout, FH — FiX A MOW L U4 521, A {f A dropout
TE DU Do 2% 2 T 22 A A I ] A BE e 08, BT A8 DI ZRFE 3G I R IR 1 2 £ o

® Z M. Yarin Gal B3 “Uncertainty in deep learning” .
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YIZRIFPFAE— M1 H dropout 1EMILH)IET GRU IR

from keras.models import Sequential
from keras import layers
from keras.optimizers import RMSprop

model = Sequential ()
model .add (layers.GRU (32,

dropout=0.2,

recurrent_dropout=0.2,

input_shape= (None, float_data.shape[-1])))
model .add (layers.Dense (1))

model .compile (optimizer=RMSprop (), loss='mae')

history = model.fit_generator (train_gen,
steps_per_epoch=500,
epochs=40,
validation_data=val_gen,
validation_steps=val_steps)

SRR 6-22 e N R 30 MRS MA . A, BV IR E, H
REDBOFBA L Z BT RARZ o

Training and validation loss

° ® Training loss
—— Validation loss
0.34 A
0.32 A
[
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[ )
0.30 1 o
%e0q
*c0ee,
0.28 0000000
0e0, °®
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Kl 6-22  fi}i] dropout IEMIALAY GRU 7 HS S AL HHIMAT 55 1 Al i 2 R e i 2

6.3.7 RIAEHES

BRI G, BRI ER] 7 ERERS, B LI INGZ T g 2% 2kt . A — AL
st o B AR . M A Rl e — M R, HRES A R R aEaS (R
IRE R BUEAS L PR B LG, L anfdi A dropout ), HZ UG AR K™, ABATR A 6E
SERAN ]

B T X 4% 25 ) AT R BN R SR R TR IR K. AR )Z MES (recurrent layer
stacking ) J2F4 S BN 50 R B4 B 0 4 i 22 070k, AN, H RS SRR SA AU 7 R B
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LSTM JZ S —— X M ERIR K
1E Keras B NHESIEINZ, A Tia)ZHE %R [0 58 2 ()5 P51 (—A4> 3D 3k &), 1
A HIR P JE — BRI A . X AT IS 48 E return_sequences=True JEH,

REDEE 6-41  YIZIFIFAE—AEH dropout 1E UL HYHES GRU FiA

from keras.models import Sequential
from keras import layers
from keras.optimizers import RMSprop

model = Sequential ()
model .add (layers.GRU (32,
dropout=0.1,
recurrent_dropout=0.5,
return_sequences=True,
input_shape= (None, float_data.shapel-11)))
model .add (layers.GRU (64, activation='relu',
dropout=0.1,
recurrent_dropout=0.5))
model .add (layers.Dense (1))

model .compile (optimizer=RMSprop (), loss='mae')

history = model.fit_generator (train_gen,
steps_per_epoch=500,
epochs=40,
validation_data=val_gen,
validation_steps=val_steps)

Z5RE 6-23 Pn. FTLAEE], WIn—)2 08005 5 et PR EE . JATT LI
PSS
Q F R AR RAR ™ 8, BT LAAT ATBCC 3 KRR 2 R/, Atk — 2D G SR 2k
THIX 2 M3 A AR =
Q Wn— 2R A B, ITLAURATRER B, 4 25 AE ) 0 [T SR 72 s/ o

Training and validation loss

° ® Training loss

0.33 1 —— Validation loss

0.321
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0301
0.29 %
0.28 1 -

0.271 A

0.26 4

0.251— r T T T T T : T
0 5 10 i5 20 25 30 85 40

Kl 6-23  HEF GRU [ 451 HI SR E FIONAT: 55 1 A9V 2t I IR ik Av o
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6.3.8 fFERXE RNN

AT B 5 —FP 5 v A/E X s RNN ( bidirectional RNN ), A [ RNN & —Ff 3 U, 9
RNN 72844, BFERS(T 55 A9 MERE L8 RNN B4, EE T ARIES AR, iR
X A ARE F AP BT

RNN 5 SIS 057 sl B[], RINN #2105 4ch 46 A 80 O BsF[B) 25, T4 T LS (] 25 5l s
A E) A 25 5¢ 4P 4F RNN DTS FR R R . IEJE TR, QSR o n) AR F (b
TR B P ) A5 ), RNN AR AR, XL RNN L] T RNN B F B . B & w4
il RNN, AR 2% 1 GrU JZ M LsT™ J2, B4~ RN 43 5IVE—A 5 [ X AT 91 847 b 33
(B[R] IE 7 MBS [ 367 ), SRIEW e RR G HAE—, @ X A7 B F 51, W)
RNN FEASFHE S nT REPL A ) RNN 208 i

(HASTEREME, ARTT RNN JZ AR A% 0 8] IE P A B8 (BRIt RAEAERT ), X Al g
—MRERERPE ., B0, EAIRNTAEA 2SR N E . QA RNN 22 ]33 5 Ab B A7
G (CEMERYRIAETERT ), e R R AT 22— T X F ok, B—Ta%
ottt 2o R R AT E GRS — 5 A A AR, R AT HNI A i T 4 1 R (BRI e —4 7
RIS EHly vield samples[:, ::-1, :], targets), ATEHE LI T crRU
2L, AT —5 Z AR, 52025 R0 6-24 iR,

Training and validation loss

® Training loss
0.45 4 [} —— Validation loss
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Kl 6-24 X THSE B TIAESS, GRU £E35F 1740 - INZRA5 BRI ZR400 ¢ R o

WP GRU RO 2 LT HORA M AR E LR L, X ULIAFEARGI T, Fi ) Iy ib
BN R e ) BUAR L, X AR R AL GRU JE H S T AR S B N A R
SRR A, S A AR A R AR A T T EE D X R TR R
LM AR R R ORI SRR ) PRI, F2ERF [R) TE P A AR A WA SR 25 A I [R) 00 PP AR A . BB,
Y2 HARE (EHEARET ) M, HOOOEAEXRE: Ji bRE, — i a1
HY MR F AR T E AT AL E . FRATE4EXT 6.2 15 IMDB /-7 1 LSTM Lz FH AH
EOEsLE
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from keras.datasets import imdb

from keras.preprocessing import sequence
from keras import layers

from keras.models import Sequential

EXAZRRAZFEEHEXA (XL BIFEH

max_features = 10000 <— ESIFHRERI BRI BT § max_features i LAY EIA)

maxlen = 500 <

(x_train, y_train), (x_test, y_test) = imdb.load_data/(
num_words=max_features) <—— JNEHKIE

x_train = [x[::-1] for x in x_train]
X_test = [x[::-1] for x in x_test]

‘ YIRS

x_train = sequence.pad_sequences (x_train, maxlen=maxlen)
x_test = sequence.pad_sequences (xX_test, maxlen=maxlen)

HFEFF

model = Sequential ()

model .add (layers.Embedding (max_features, 128))
model .add (layers.LSTM(32))
model.add(layers.Dense (1, activation='sigmoid'))

model.compile (optimizer="'rmsprop',
loss="binary_crossentropy"',
metrics=['acc'])

history = model.fit(x_train, y_train,
epochs=10,
batch_size=128,
validation_split=0.2)

BERIPERE S IEFF LomM JLPAATR . (HAHE AR, XD SORERE b, WP AR B
RORSIEF AL —REAE, SXUESE T — B ARSIl Xof B S AR E 2L, ELfat AR Aof T
FROP AR, AR, TEF P8 EYIZRAY RNN A2 )RR A F] TR AR P8 B2 2R,
IEMTEBSEE S, AR (URAG AR —RIC L . i — KA, AR ANRAE) DR
st e AR m LT, R MR R AERAER, A BZERMUAA, X
P 15 HA R ) 22 SRy, e RO T AR AR A, TUE T8 T Aty
EZAMEINES, HIT DA BARTERAME 55 EAPERE . X 28R (ensembling ) J5 VA G Y H
o, FATRAES 7 BRI

X ] RNN T2 X MR A IE R RNN BOPERE . B NS D7 Tl & A 4l (LK 6-25),
MR BN 5 B2eR, I 2] (U AIIE RNN I A] e ) —Leist
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iy A Bt

a3t
Ch, )

a,b,c,d, e e,d,c,b,a

IEH”LT%K?IT?T%?IJ

€ 6-25 X[ RNN 20 TAER R

1E Keras 5 — XA RNN SL4ilfk, Ff 1724 Bidirectional JZ, EMH 1S
Je—MEIZEH]. Bidirectional XTXAMEFNZ QIR 78 A FMILE], RIS HIH—A501
RIEFFAL B A TS, o5 — AL 0 PP A B AR 81 . FATTHE IMDB 1A E 55 bRl —
NIRRT

RIDEER 6-43  YIZRIHPEME—A XA LSTM

model = Sequential ()

model .add (layers.Embedding (max_features, 32))
model.add(layers.Bidirectional (layers.LSTM(32)))
model .add (layers.Dense (1, activation='sigmoid'))

model.compile (optimizer="rmsprop', loss='binary_crossentropy', metrics=['acc'])
history = model.fit(x_train, y_train,

epochs=10,

batch_size=128,

validation_split=0.2)

AR B b — Al nemv WELF, SRR AT 89%. X MR ALL Pt AR PR
TG E, XIFAL N, ROy 2 RS EABURIERF Lt i 2 /%, Bin—Le el fk,
XU I AR AME S LT e ARG HR B

FEToR, TSR A IR 577 12 0 T BE AT 55

REEEE 6-44  YI14—4% ] GRU

from keras.models import Sequential
from keras import layers
from keras.optimizers import RMSprop

model = Sequential ()
model .add (layers.Bidirectional (

layers.GRU(32), input_shape=(None, float_data.shapel-11)))
model .add (layers.Dense (1))

model .compile (optimizer=RMSprop (), loss='mae')
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history = model.fit_generator (train_gen,
steps_per_epoch=500,
epochs=40,
validation_data=val_gen,
validation_steps=val_steps)

XA RIS Wl GRU JRZEAZ—HELF . HURNAR S 5 31 . P A RO TIUI B )+ E #0
K HTIERFAR—F R, PO ERNTELANE, W5 AR —F Ak ME S5 LR BEARR R (R
PlFIRE RN, Sl A% A R S 22 ),

6.3.9 B

R T AR R TR A AR AP RE RIS T D2 X e
Q 7EHE BN E A B2 0 008 SR BUEAER R R ke, HILnTag
AT
Q M RMSprop PLfbaRi2E > %,
0 2l Ls™ 2 cru JZ,
Q FERIRE b 2l R A5 4R 2 U 88, B KAY Dense J2B{ Dense ZHHES
O AZRIC ARG TEMEE Fis BB SR BIAY ( BIEHIE MAE S/ MBI ), /), 4RI
52 1) I 245 AR 2 X B SR S A
IEANETHE AT UL, WREEF e — T T ARMIA R F . IRATAT LIS 5, X452 ) B st
JEATREA . WP L TR, (HIEARZE R, B AR EA — T Y, AR IR I 22 56
XA TR SRS AT IPAN . AT AT B RES SR BT v B 5 VR IR, 8 A A R B e b i
PR, AR

6.3.10 &5

AR ARR AT 2z B A B

O FRATFESS 4 Fosfad, IBEVHIRES, Blf i A R e bR o, — BT A
ISR BAT T EEF TR 6, IR 2 ok A e IS T BIE R

O 22 A B BB T, ootk — e R s iRl DUHGIE g i n 2 A
B, AT IR FRASE R SR AR A B AR

Q GuARAS T XA EAR 2L, IS AEIR M 2 —Fh RS A 0 5k, SR e i [a) Zcti
SRR L, HAMERE R AT

O AHZEAER R 25 i dropout, A4 R 34 FH— > AN B B 1] 25 46 14 dropout 6% 5 16 2
dropout #Efth . X " HNE T Keras BIIEI)Z T, Fr DR R 20 G2 dropout
Fl recurrent_dropout Z4LHIHA],

0O 55/ RNN ZHHE, HEE RNN (RRGE IR, HEmMIH RN s, BIA
—E R R, BANETENLAR B e FARA AL, BRI BB Al R ]
REA—E A Ho
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Q X RNN AN J7 A —A 81, B A SR & AL BRI R A . (H AR AE 41
Bl v fe il AR LU PP DTSt B 2 ROAE R, IR AR ik R AN ] I

AE AMAEZNMARMNZ ZE A F@NE. IR EZE (recurrent attention ) 7o /5 7| #6575
('sequence masking ). X 7 MEA B F A O KiE T LA HNA R, A2 RER TR AN
]“;]7%@0 4£:ETV}\EE’&}€$%){5XT;¢{&I&-‘&ET%3

HiaSHBRFES

Akip BT MERRABMXEANBHF &, FEXEL B A TRMNEZFH Lk
HARRMH (RETICLREE ), THHRTFIEERABEXFOARNLARKEN, Rk
RARF RN T R 438, AAABERAMNEF I RITMTH A —RE T BEGES, RIET
e aaiRFea iR, 25K,

MBLRL AT F . HRABTE, wRAEKBE T LR RIFHFTAMNAR, R2IE
FIJEFESRN TEMMIELE,

6.4 AERMEMEZLIEFT

5 A TERMERMEE (convnet), JHHIEEATHAYM RIS R @, JHH
TETERRBIHITBIRIZT, MR A BB SRIBUREE, JFRER R n il Rk aT LRk
AR o K S ST A R 22 R 2R AT LI i SUSR B S, TR Rt Lk Xy ) Ak By
AR WA ARECR A — 2 (4R, i — 4 PR 0 e BB T8

XF FHELE B AR PRIR] AT, kb — 2R AR 2 R 2% B RCR AT AR SE RNN, - T EL 3R O d
BMRZ . BRI, 4R [l 5205 (dilated kernel ) —#AEH | ©&7EH
L R A B R SUURAS T E R B T XS BRSO, ATTIE R S, X TSRy
ST [B] P81 B0 25 i) BT 55, /NRLAY—AE UM 22 R 28 1T LIEAQ RN, 17 ELIRE B PR

6.4.1 IEMEFIIBEREN—HER

HITE ARG TR AR R B8, ARG K G v B I 4 P o o) 4 [ B g AR (] 9 2R
e, FEMRFEIRER T, VREATDAMEH —4E68, WP IR —4E7 50 B (BIF1E31), U
A 6-26.

P — LG AR )2 AT AU P 5 b i R s = R R A e 0 B i AR ] 1 A AR f8e, T
DAAEA] - A7 B 2 2 RS S5 T DA AE LA B U, X i — 4G B 4 45 2o 1
MM O TIIRPE S )o 280001, IR/ N R 5 G E H AR5 F 91 1) — 45 R
PR ML, NOZRERS 22 T K AR T 5 W Fpinl sl sin] B, I BN BES A i A )b B AT f]
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A BRI LE A A B, P, TG — SR B 22 R 28 e = 2x PRI R TR) 7

Je/NASHY
a0
K_H
" WA
A PR
ﬂ_/
v I} ]
LB
FrAIE:
! omm
' i i AR
o
it FEIE

K 6-26 —ZEL RPN ZE P28 A AR ISR A s [E] AR A H e A P81
TERS TR 4EE i —/NBEAF R

6.4.2 FrHIHIER—HEbIL

e 2l “ s, i — 4R A — e oAk, RS AR 2 4% rh T
PR AR 2 6] T SR o — it ] LUSCRTR] 4t faz 5« s A 4RI — 4k )3 51 B B 71557,
SR I R (Rt fl ) BP9 CFERtE ). 5 BRI ez —t, iZside
T EAR— R AR E (F5RAE ).

6.4.3 LI —4EEFAIMZ L

Keras T — 4G PRI M4 & conviD 2, HAZDRUT convab, EHMIMH A ZIEIR
A (samples, time, features) W —=#iikix, JFRMIEZRMPUBIRG =4ikis. SR O ER
(% L) — 42 11 i PRl A K= 55 — Al ).

A PRAG AT B P )2 —AEE R N 4, IR IR T 3RAT T4 1Y IMDB )83 2%
1555, $ME—T, RBCEEEIF bR A fis .

REGE S 6-45 i IMDB A

from keras.datasets import imdb
from keras.preprocessing import sequence

max_features = 10000
max_len = 500




190 F 6% HREFIRTILAFGT

print ('Loading data...')

(x_train, y_train), (x_test, y_test) = imdb.load_data (num_words=max_features)
print (len(x_train), 'train sequences')
print (len(x_test), 'test sequences')

print ('Pad sequences (samples x time)')
x_train = sequence.pad_sequences (X_train, maxlen=max_len)

x_test = sequence.pad_sequences (x_test, maxlen=max_len)
print ('x_train shape:', x_train.shape)
print ('x_test shape:', x_test.shape)

— AR ARG 55 5 B ARG TR M AEIR], B2 ConvlD J2 M MaxPoolinglD
JZWMES, Bl — T R)ZE Flatten 2, F —4E B RO — i, JEARAT DL
HIPRI—N 82 Dense JZ2, AT 3suimlg,

AN ZHA —BAE . 4SRRI E LT D KSR E 1. T 488812,
3x 3 B DA E 3 x3=9 MFIE M & EXF— B2, KA I MERE D HRAE3
BRI, B, URAT VR R RO/NET 7 309 I —4EGRRE H

T IMDB F5E —4E G AR 2 I8 R 1 T B o

KB R 6-46 71 IMDB Edfi I ZRIFPEAh— a7 50— AEE AR 2 R 2%
from keras.models import Sequential
from keras import layers
from keras.optimizers import RMSprop

model = Sequential ()

model .add (layers.Embedding (max_features, 128, input_length=max_len))
model.add (layers.ConvlD (32, 7, activation='relu'))

model .add (layers.MaxPoolinglD(5))

model .add (layers.ConvlD(32, 7, activation='relu'))

model .add (layers.GlobalMaxPoolinglD())

model .add (layers.Dense (1))

model . summary ()

model .compile (optimizer=RMSprop (lr=1e-4),
loss='binary_crossentropy',
metrics=['acc'])
history = model.fit(x_train, y_train,
epochs=10,
batch_size=128,
validation_split=0.2)

& 6-27 & 6-28 25 T AL I Gl FOAEAIESS SR o B UERE EERSAIL T wsmu, {HAE CPU FI
GPU Liizf il AR (R = 2/ D e T HAATC S, AR KRESR ). BrE, KarLl
FHIERAE (4 %8) TR, SRIGEMRE Fig 7. XA R v DL 1S,
TEHIRI IS B AT 55 b, — B 2 45 ] DIBRCAG IR LS, I HsR B s b . A
AN i
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Training and validation loss

° ® Training loss
—— Validation loss
0.7 1
0.6 1
051 Q
0.4 1
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4 [ )
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[ ]
0 2 4 6 8

[ 6-27  fREAAY—4EE TP 25 7E IMDB %dls b I R4 8 Fg bl 2k

Training and validation accuracy

| ® Training acc _ L ° °
—— Validation acc

0.80 4

0.75 1

0.70 4

0.65 -

0.60 4

0.55 1

2 4 6 8
[ 6-28 i PR AN —HEL AP 2 25 AE IMDB B8 F AU Z00K5 B2 A ekS 1

6.4.4 %54 CNN F1 RNN R IEIC 7

— U BRI 22 0 2 43 T AL B AN ARSI B, BT AR ot i R A5 (4 0 P AS S (X L Fr eI
JPHFE IR TR R E, MR TFEHE RN ), X—i5 RNN RFE, M58, T G
KB, /R0T LB F 2 G BUZ M ik 2 HE S 7r—i, OB 1IN 2 BERE 2R 2 4G A
FRIFHIBE, AHIXATSRAS & —F 5 | AU R af ik o A EUE X RO AN 2, —Ff
J7 1 SR AR VIR BE TR [ R [ P — Ak S B 2R 2%, XA 1) ST e I e o B P 000 45
EH Rk, DA /RBIEH TR E L)X 4. float_data, train_gen, val_gen fl

val_steps,
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KALE 8 6-47  TEARERAE L IIZIFIPAE RS — ARG 2 ) 2%
from keras.models import Sequential

from keras import layers
from keras.optimizers import RMSprop

model = Sequential ()
model.add (layers.ConvlD(32, 5, activation='relu',
input_shape= (None, float_data.shapel-11)))
model .add (layers.MaxPoolinglD(3))
model.add(layers.ConvlD(32, 5, activation='relu'))
model .add (layers.MaxPoolinglD(3))
model .add (layers.ConvlD (32, 5, activation='relu'))
model.add (layers.GlobalMaxPoolinglD () )
model .add (layers.Dense (1))

model .compile (optimizer=RMSprop (), loss='mae')

history = model.fit_generator (train_gen,
steps_per_epoch=500,
epochs=20,
validation_data=val_gen,
validation_steps=val_steps)

& 6-29 25 T YR AEHER MAE,

Training and validation loss

] W
0.45 -

[}
0.40 A

[}
0.35 A
[ ]
® [ ]
0.30 A L] °
LI °

® Training loss ® 0o, ®

0.25 1 — Validation loss ® 009 e e

0.0 2.5 5.0 oL 10.0 d2.5 1500 175

Pl 6-29  fi] B A — 2l B 22 0 265 7 B S BE T 95 b Rl e R R e 452 2

K UE MAE {5 BT 0.4~0.5 , il FH/INRU A AU 22 ) 45 B 2 T e MR T i iR B B ik o TRl
TR PR A A RV 22 [0 245 A iy A (5] P 81 ) A 7 1 3R, 0 R AN AL BT BB g
[AAE (EETFIR ZARmET], BEAS ARSI AE Do XTI AS ELAR A T [ AT, ) i a0 o 4 it
RS X BRSO B SLZ I AR, BT LS B 2 M2 JGEAR 2 B LA R, BRI
00 2% B 1 Ao BR i) % T+ IMDB Sl A i AN (IR, - PR R ) 5 1 T 1 4% 67 T 15 45 R O B 5%
ARG, G BERm AR TR, BT A AE SRR
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BRSSP 22 255 A B2 A i 5 RN YU B0, — oy 1202 76 RNN i1
— AP A D TAL B BR (LA 6-30 ). X TAREEAEHIC, PLZE T RNN TR 5
CHeangs s BT AR S ), X EICHAT o B RRZE 26 T LUK ki AP 51 e fe ok
PR B SR P81 CRRAE ) SRS SR RFIEZE AYIX LE 51 O 45 RNN ST o

f

RIS I CNNFHIE

| KIFSl |
& 6-30  454—4k CNN FlI RNN e ibHi K 7471

R AR IS SCRISE BRI IR Z L, ATRESE R AR Z NI ANAIE . XA ik s
R, DOZBCEZ N . FoATT 208 N TR NS4 . PR SR vk e R E R K
FFE, BT AFRAT AT LA B B R BE (e  ROEE A AR 1) Lookback 24U ) sk A B 4 ¥t
R = A8 (Il N AR step 2580), X BIRNMEE MK step W2, 75 F0}H
FP AR BEAR Ry 2 TR AR, 5 () SRAE AR AL S B 30 43 h— RS . ARBIE R T2
HIE L) generator PR%K,

BB 6-48 i HIS G K £ M & B e /0 AR I K 2 e

step = 3 <

lookback = 720 e Zﬁl’ﬁ&ﬁ?ﬂe‘ (EIJ\ETJ'_/F%H;EIQ\); Iﬂﬁiﬁ§%3
delay = 144 REFR % (43 30 i — MRS

train_gen = generator (float_data,
lookback=1lookback,
delay=delay,
min_index=0,
max_1index=200000,
shuffle=True,
step=step)
val_gen = generator (float_data,
lookback=1lookback,
delay=delay,
min_index=200001,
max_1index=300000,
step=step)
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test_gen = generator (float_data,

lookback=1ookback,

delay=delay,

min_index=300001,

max_index=None,

step=step)
val_steps = (300000 - 200001 - lookback) // 128
test_steps = (len(float_data) - 300001 - lookback) // 128

THGEE, THGREPIA conviD R, RJERE—A GrU R, BRI 6-31 FiR.

JEE 6-49  Z5G —AEBPULA GrU JZ AR
from keras.models import Sequential

from keras import layers
from keras.optimizers import RMSprop

model = Sequential ()
model.add (layers.ConvlD (32, 5, activation='relu',
input_shape= (None, float_data.shapel-11)))
model .add (layers.MaxPoolinglD(3))
model.add (layers.ConvlD (32, 5, activation='relu'))
model .add (layers.GRU (32, dropout=0.1, recurrent_dropout=0.5)
model .add (layers.Dense (1))

model . summary ()

model .compile (optimizer=RMSprop (), loss='mae')

history = model.fit_generator (train_gen,
steps_per_epoch=500,
epochs=20,
validation_data=val_gen,
validation_steps=val_steps)

Training and validation loss

0341 o ® Training loss
—— Validation loss
0.32 A

0.30 1
0.28 4
0.26 [ ]

0.24 1 o

0.22 o

T T T

0.0 2.5 5.0 S 10.0 d2.5 1500 175

K 6-31 —4EERUIEML: +orU 15 HRSEIRLIE BINATSS LAY ZRant e A1 2k
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MIRUERI KR, XA A RRCRA I HIENAL cru, HHEEEMRIRL . BAF 1T WG
MR, FEARGIR AT REAZAER A, (EX T HAW KRS rT e W 2

6.4.5 h&E

N IRRARBLIZ AT i B B

Q ARG M2 e — 4R 2S (0] rp AR BRI SERUN R BUR Y, SIEHIE, — 4GB a i
ERAEAL BRI (R R BWAR S o X THESE R, 45502 QSRR S AL IAE S5, BRI
FURNN, JfHEEZE R,

QUEFROLT, — 4 BUR22 R0 45 i 2840 5 TSR B o 40T 1Y) — 2 4 R 22 I 25 AR AR UL,
‘B4% convip JZ Ml MaxPoolinglD JEZMEEAE—E, FJa&— 2 R ibiz el R T4k,

Q P24 RNN 7EARBEAREFR AR AU AU R R, (H—ZEE B 22 k2% SN AR DN,
JIt LAAE RNN Z Rif i — 4846 B 28 R 45 A D LAk BID O — N 8, iRl LU
SRR, FHRIUHAT RN S RNN RARHE

KERLGE

Q RAEARTEZER) T UUN AR, BT 20 T 90 8dE (A SCAR R[] 551 ) 2R BdE 2k
= QA SCAR ]

2T, il F A o

FH2SENEIALS, Anfal el FHAG IR 2%

W 3fEE RNN JZ A AR RNN, LIRS E 5T A0E8 ) 7 Ab B A

Unapfifi FH— 2 B B2 IR AL B R 51
= U LE A —ZE B A R 2 R 45 T RNN DAL P31

Q &AL RNN ST RS EE CFAA” ). BFRFS1 502 B 1] 510 S 4 46 0 A
JFAbRE ( Heandk a4 H 3 ).

Q [FRE, FRAT DO — 4k 45 BUR 28 ) 2% ] F AL B3 (90 3 3 51 19 6 BB A, L
SliceNet ), SCRY/r2RAPFERIE .

Q WP A BARIFF R EE, A4 el FAGPR 25 R AL B R[] e 57) 38 5 3 e i
R, FT B T RE Fb A i BE L & T 2 MR B

Q WK REBENX, I L—deB: A 2 25 ] DL S B R RE G pscR i FLH S 0
T/ o SCARBIRR F AR I RE , A8 R B OB R A JB8 & RO ] — R AR A 3
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O Keras PREEC API

Q {# [ Keras [958 pR%L

Q f#i ] TensorBoard RJ #i{k T E.

Q H & e SR i) A S

AREDREA G IUASR KA TH, 0] DL AR £ X R ] BRI & i S i A — H AR B
— . FIF Keras BREGC APL AR AT DAL a2 K] ( graph-like )RR FEAS [R] i) A 22 [B] 2 00— )2 |
I Hak v UG AH ] Python pREL—FE(H ] Keras 11, Keras [F]H pR4UA TensorBoard &3 Vi #%
FATAAL T H, EURAT DAAE U Zrad B rp ISP i il . JRATIA TP g HAb LA fe S0, Adsitbr
AL BRZEEs: . S BRI A

7.1 I H sequential {REIRIERRFFE: Keras BRI API

FIHATH I, RBAARITA ML NEHZEH sequential FRISIHF, Sequential B
R, M4 A — AR — 5, i RS2 g fESs (R 7-1),
HiH

)
)

Sequential
A
El 7-1 sequential fHI. ZRYZMEHESE

KRR SR s X PP RIZEICE AR R L, AR TABEE R sequential
RRARLZE A REAS o w5 /7 22 RN SE PR o (BT S5 00 T X AR B T R, A7 8L 455 24>
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ST RS, A SE R T ZE AN, A Se R 25T )2 SR Z B HA R IR 32, Xl 4
ARG E Y E (graph), MIARZEHLMEES.

B, AR T E LIRS (multimodal ) %A o XRS5 IR A ARG A RAEE, Jf
(A [F) S Y f) e 22 SR A BEAS [RI R B R B o Ay — IR EE = I, P MR B Ak
B —F PR ATRER T ks . F P SR BER Tl CLEanpaih . CAERIARIRSE ), 1]
PG SOR RS Ry n B o WRAR A e, R4 T LA one-hot 25, K5 HI % 4R
TERE PR BN AS o MR A SO, K2 0] LA G ER 28 0 28 ol — e AR 22 [ 245
WERIR A EUR, IAnT LA —4e B 22 2% o (H/8 A4 BE [ I X = A i mg s — b
FNR BT NG =AML RS SR X =255 ) T ABCIIAS P 17 R A5k mT REAS JE B Y
DR oA R B SR I 75 AT REAFAE U o S B i S (ol — 1> T LA [ i 2 75 A ml A s A2
BRI, AT B & 25 ) — A BEIRG B B B A R —— i R B =AM AR 52 (LA 7-2 ),

ks Fim

( Densefiite }[ RNNAHe }[%%H?ﬁiéélﬂ%*ﬁﬁ%]
TR SOk e
K 7-2 — ki AR

[FIfE, BT S FHETING ABIER 2 BiriEtE. G —F/ DAY SCAR, Rn] GE% 225
TN A 5028 CHnZ R /s e N L ), AR A B KRB B EH ], 249Kk, R
a] IR A0S R AL . — AR5, — AT E B, Al X Es I AESR
IR, PRAT LIRS EE— AN G AR, X AR TR R 2 > [R] ik 0 28 550 Fn B 3], X Rl A 45t
A A W, BB Pk (head, WLIEN 7-3 ), IRMZE5IAN H W 2 (6] B FH5EE, Fr LA
TE/NABAE H G B PR /NG A 25 R ih2p 31 2 5 W )OER RS, 2 IRk .

el ER ]

eS| H 4
sy ] 5 &%
SCAALT
78

JINIE A
B 7-3 —AZhl (aiEk) Bl
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WAN, PR BT K M G 2R R B R AR LR PR B 28 Fr P2, BV 25 2540 M 1] TE IR AL
b4, Inception ZFIM%ZS (Hi Google 1 Szegedy 25 AFF & ) ¥ HHi T Inception #85k, FHiki Ak
AT BRI ST AL L, SRIEHE X B0 S A A sk (LI 7-4 ). Baltid i —
P R R P s N5k = 1E$E (residual connection ), T T ResNet &ZFIMLE ( Hiiil
BRI RA A AT )o@ 5% 2% e 12 R0 T 100 0% 1 B 5 05 TR o e SR, D TR T T )
FOREHTEA NIRRT (LA 7-5), XA B TR E G B AL AR 5 B . X R A
W28 A 1V 2 HA R 1]

Conv2D
3% 3, BiE=2
Conv2D Conv2D Conv2D
3 %3, Fig=2 3x3 3x3
Conv2D Conv2D AvgPool2D Conv2D
1 x 1, pigE=2 1x1 3 %3, Flg=2 1x1

A
P 7-4  Inception Bibk: JRAIMH T, BAZAIHTEHERD X

B 7-5 BRFEidEtl: iRk ORI it A9 (5 SCE E A MR

(D SZEGEDY C, LIU W, JIA Y. Going deeper with convolutions [C]//Conference on Computer Vision and Pattern Recognition,
2015.

@ HE K, ZHANG X, REN 8, et al. Deep residual learning for image recognition [C]//Conference on Computer Vision and
Pattern Recognition, 2016.
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X=AEE RG] (ZEASE . Zh AT ERRL ), HH Keras 1 Sequential
PRI TO L S o (HRAEAT J3— M e HY L SO 45 598 Keras 1975750, BUZ R
API (functional API ), ZRITRE2TRANN 41 pRALS APTJEMTA L REMUT AL AN T E

7.1.1 B APIENY

fifi H R APL, RVT DL ELEEERAE oK A, R n] DA SR SR Bkl ook I [l ik
i (T4 R APL,

from keras import Input, layers

input_tensor = Input (shape=(32,)) <— —KE

dense = layers.Dense (32, activation='relu') <— —NEE—NEH

output_tensor = dense (input_tensor) .
AE—NRELAA—E,
ERIREE—1KE

BATHE S RE — AR RG], IFIER—A R sequential B LK X N ) PR AL
X API 5290,

from keras.models import Sequential, Model
from keras import layers
from keras import Input

seg_model = Sequential() < BIEZFTAY Sequential #EH!

seqg_model .add(layers.Dense (32, activation='relu',6 input_shape=(64,)))
seq_model.add (layers.Dense (32, activation='relu'))
seqg_model.add(layers.Dense (10, activation='softmax'))

input_tensor = Input (shape=(64,))
x = layers.Dense (32, activation='relu') (input_tensor)

x = layers.Dense (32, activation='relu') (x)
output_tensor = layers.Dense (10, activation='softmax') (x)

model = Model (input_tensor, output_tensor)
Model JUFMA K BRI HKE
model.summary () <— BEER i g —NMER

P model . summary () BHHH AT TR,

xRz EY R # R API LI

Layer (type) Output Shape Param #
input_1 (InputLayer) (None, 64) 0
dense_1 (Dense) (None, 32) 2080

dense_2 (Dense) (None, 32) 1056
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dense_3 (Dense) (None, 10) 330

Total params: 3,466
Trainable params: 3,466
Non-trainable params: 0

XA — ST RE A A S AT, RN Model XA SEFIfL K T — A K 2 Al
— A sk, Keras 23 7E Ja 6 KR M input_tensor #| output_tensor it & 1 — 2,
IEK X SR A G B — DR E B R 454, Bl —A> Model, MK, XA LA AR RN E T,
output_tensor sl XS input_tensor #ATZUCEIRAF RN, QSRR A FHASRE 50
A it SR A g — 8, IR 445453 Runt imeError,

>>> unrelated_input = Input (shape=(32,))

>>> bad_model = model = Model (unrelated_input, output_tensor)

RuntimeError: Graph disconnected: cannot

obtain value for tensor Tensor ("input_1:0", shape=(?, 64), dtype=float32) at layer
"input_1".

XA S UFFRAT], Keras Joik WA 2 1% H oK B 335 input_1,
XX P Model SEBIH T4 . IILEEALRS, H API 5 sequential BRI,

model .compile (optimizer="'rmsprop', loss='categorical_crossentropy') <—— YRiIFIER

import numpy as np < N N
x_train = np.random.random( (1000, 64)) ERATIISNER

y_train = np.random.random( (1000, 10)) Numpy iR
model.fit (x_train, y_train, epochs=10, batch _size=128) <— % 10 HIEH

score = model.evaluate(x_train, y_train) <— jF{HiER

712 ZWANRE

PREL APL AT T B 2 AR Sl RO, XM oA B —mf 2 ] — A
WA ZA KR R AR RS A S SCE I, skEE I 0TRERARN . A X 5E H
i Keras E@%ﬁ@%ﬂéifm, Hﬁﬁ[] keras.layers.add., keras.layers.concatenate f‘ffo
TR — A~ ] LA 22 i AL il ——— N ) A5

SR [ AT PN . — > RIS & A i [ R — S SO R B ( He s 1l g ),
SRR T IR A B SRR A A, R FEAEA T, XA R R
T, TR X RN TIE SRR A softmax 153 (WL 7-6 ).
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Embedding Embedding

E =P ES Il
K 7-6  [a)2A A

XA R B R T Q] FH R APT A EEX R ORR A . FRATTIEE TSI 3, e
B SCA g A FINA] R A i i s al i, ARG X e, e, TEERTRER LR
M—> softmax 7324

RESER 7-1  FHeR S APL SR A [R) 2551
from keras.models import Model
from keras import layers
from keras import Input

MAMAZ—MRETEH

text_vocabulary_size = 10000

question_vocabulary_size = 10000 BHFS. R, RAYLUE
answer_vocabulary_size = 500 BNt TR
text_input = Input (shape=(None,), dtype='int32', name='text')

embedded_text = layers.Embedding (
text_vocabulary_size, 64) (text_input) <— SMIANBANKEN 64 NEE

encoded_text = layers.LSTM(32) (embedded_text) <—— F|fA LSTM G [EEHRILNENEE

question_input = Input (shape=(None, ),
dtype='int32"',
name="'question') <—— XJEIRFHITHRIMNLIE (FARRRIELAE)

embedded_question = layers.Embedding (
question_vocabulary_size, 32) (question_input)
encoded_question = layers.LSTM(16) (embedded_question)

concatenated = layers.concatenate ([encoded_text, encoded_qguestion],
axis=-1) <— B4RIBEMEIMAITAEZERER
EEERmMm—1

answer = layers.Dense (answer_vocabulary_size, oo
softmax 4> 3588

activation='softmax') (concatenated)
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ERBISBILES, 48
PR FNA6 H

model.compile (optimizer="'rmsprop’,
loss='categorical_crossentropy',
metrics=['acc'])

F TR Z AT I 3 A WU A BRI ? A7 PSR APL: FRATTAT LA 1) A6 A Ay A — > by
Numpy B MM, sl o m] DU A —H5 i A 23 PRI D Numpy A 197 dik . 49K,
A ARA PR A RERHT G —Fhrik
D58 7-2 K Hui i A B 2 AR

import numpy as np

model = Model ([text_input, question_input], answer) j

num_samples = 1000 & A% E A B Numpy
max_length = 100 iz

text = np.random.randint (1, text_vocabulary_size,
size=(num_samples, max_length))

question = np.random.randint (1, question_vocabulary_size, 2] &2 one-hot 4
size=(num_samples, max_length)) mEy, TREH

answers = np.random.randint (answer_vocabulary_size, size=(num_samples))

answers = keras.utils.to_categorical (answers, answer_vocabulary_size)

model.fit ([text, question], answers, epochs=10, batch_size=128)

model.fit ({'text': text, 'question': question}, answers,

epochs=10, batch_size=128) 1§m$ﬁ])\gﬂﬂzm$_ﬁ_;§?u%
13 PRSI N LB AR BY (REMMARITHBEZES
FIFRRINE BERIXHAE

7.1.3 ZHHIER

FMAARIRI 53, FeATm o] LA R EGE APLRIEE B Z 0 (B2 sk) B, —
AT B PR 1) 002 — 1 I 283K ] B T Sl B AN TR PR S, e an—AS R 4, R AR B4 AL
) — RIS, SRR 2 IR AR, FEandEi . A AR (LA 7-7 ).

KESER 7-3  FeREG APL SEI—> —Ha A
from keras import layers
from keras import Input
from keras.models import Model

vocabulary_size = 50000
num_income_groups = 10

posts_input = Input (shape=(None,), dtype='int32', name='posts')
embedded_posts = layers.Embedding (256, vocabulary_size) (posts_input)
x = layers.ConvlD(128, 5, activation='relu') (embedded_posts)

x = layers.MaxPoolinglD(5) (x)
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layers.ConvlD (256, 5, activation='relu') (x)
layers.ConvlD (256, 5, activation='relu') (x)
layers.MaxPoolinglD(5) (x)
layers.ConvlD (256, 5, activation='relu') (x)
layers.ConvlD (256, 5, activation='relu') (x)
layers.GlobalMaxPoolinglD () (x)

layers.Dense (128, activation='relu') (x)

XWX X XX
L T T 1 (A A

age_prediction = layers.Dense(l, name='age') (x) <— &, MHBEHEFTREM
income_prediction = layers.Dense (num_income_groups,

activation='softmax"',

name="'income') (x)
gender_prediction = layers.Dense(l, activation='sigmoid', name='gender') (x)

model = Model (posts_input,
[age_prediction, income_prediction, gender_prediction])

iﬁTﬁ% U&T)\ ﬁf‘%u
Dense Dense Dense
— AT M 2%
A e il

E 7-7  HA =4Sk Bt s AR

B, YNZRIX R ZEREAE XT W25 A48 A Sk A 2 AN TR RO pR oK, o, A Tt
SEARE RS, PRSI BRE TS5, AT RN gt R R, BREE N RREOK
Fe—in8im/Mb, BTN TREBINZREIEY, JAT TR X S e 3 IF st . &I AR
51 I T BRI PR IR T T RS, 7E Keras 1, R TT LA G2 i P43 2% 20 1170 71 e
TR A [l AR E AR, SRR RS B U AN B — e/, IR R e
HofF X AR R R/ ME

KEGER 7-4 D lBRIR g iee . ZEHk
model .compile (optimizer="'rmsprop',
loss=['mse', 'categorical_crossentropy', 'binary_crossentropy'])

model .compile (optimizer="'rmsprop',

loss={'age': 'mse', 5EREZEY (REHEE
'income': 'categorical_crossentropy', BEZMR A RAXMEE)
'gender': 'binary_crossentropy'})

TERE, AN 45 2% TTRR 2 S BUS AL R R BT 0 BB A B R AT 55 I e AT 1Ak
A EHAAT 55 AL . O T BRI TR, FATTRT LA B0 % (B0 e 8 48 25 1 ik o i
AFF/NF N AR B R A EAT A R B BUEE R, IR 25X —J5 iR LA . e,
FTAFRRR TR 55 937 1R 22 (MSE ) B (EIE B 7E 3~5 747, I TERI 70 JAT 55 1958 SR
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WA AT BEMRE 0.1, ZTEXMEN T, N T PR A ok, FoArTnr RATEASS SR 45 2 i AL R
B2 10, 1 MSE 2% AR 0.5,

KIBEE 7-5 DA th B G PEET . Fd AL
model .compile (optimizer="'rmsprop',
loss=['mse', 'categorical_crossentropy', 'binary_crossentropy'],
loss_weights=[0.25, 1., 10.])

model.compile (optimizer="rmsprop',

loss={'age': 'mse',
'income': 'categorical_crossentropy', RS ~ o =
'gender': 'binary_crossentropy'}, '—ﬁJ:J_'—ﬁ/f%j{(/\ﬁiﬂ'l_‘ng
loss_weights:{ rage': 0.25, ﬂﬁ%ﬁﬁffﬂ'ﬁbﬂéﬁﬁﬂﬂ‘%}f)

"income': 1.,
'gender': 10.1})

S AEEIAHR, 24 AR I 2R AR T U Numpy $02H 20 ) 91 3R al v i

RADE B 7-6 KR A 21 2 fi B

model.fit (posts, [age_targets, income_targets, gender_targets],

epochs=10, batch_size=64) i} 1% age_targets,
income_targets fl
model.fit (posts, {'age': age_targets, 5 FAE%Eg (R gender_targets &

'income': income_targets,

'gender': gender_targets}, ﬁ§ﬁﬂj%ﬂﬁ%ﬁﬁ = Numpy )
epochs=10, batch_size=64) FRERAXMEL)

714 BARKBEIIFE

FIH R £ APL, FRATTANA ] DAAS 2 22 i A R0 Z2 4 Hh A, g FLIA o] LASE BB & 2%
BT NS A 2% . Keras HY A28 I 28 1T DUE 24T B B m L IRE (directed acyclic
graph ), JEIF (acyclic) XAMPRE AR E L, HIXLLEIRREA TGN, it < AR A AL x 1Y
H— 20 . ME— VPR ERIEER (BMEMERE ) RIGINZ 0 ERE IR

— e DL 2 X 25 L AEER LA TR SB35 24 I A 442 Inception REERFIZE 221545 .
ST B A A el (i R APLORA R Z AR 1, FRATTR R — T anfal ] Keras SEILIX — 2

1. Inception &1k

Inception J&—Fh AT 1Y & U 28 I 45 I 2R 2580, B i Google 11 Christian Szegedy 2 H:
[RIS7E 2013—2014 4ETF %, R EOR B T 50119 network-in-network %24, © & B S
XA B B B RGN RIS 2%, B0 2 FF4743 2 o Inception B FLA I IE X
WE 34N, BRRE—D Ix LB, RIFRER—3x3 G, &I 2R S
FEAE L o PP A B T W2 3l 2 2 23 [AVRRIE FIZ8 380 18 FRAAE , 3 PRI G2 20 33X P APREAIE BT
T3, Inception Bt il e A & 22, MW S &bz f . ARSI 2 G

(D LIN M, CHEN Q, YAN S. Network in network [C]//International Conference on Learning Representations, 2014.
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(e R 23 P 5 x 5 BBURE 3 x 3 EBER) MAE SRS S L (B4
Ix 1R, 18 7-8 3t T MRLER G — 7R i, B2k AT Inception V3,

it

Conv2D
3 %3, Pig=2
Conv2D Conv2D Conv2D
3 x 3, FlE=2 3x3 3x3
Conv2D Conv2D AvgPool2D Conv2D
1x 1, $ig=2 1x1 3 x 3, JifE=2 1x1
HiA

€l 7-8  Inception F&R

1X1 ERER

BN LE i, ERRBAMNKZGHE—AF B BRI B3k, 3048 H%k
BRI M EHe, MR ARRAG AR R 05— g3k, X BEREFLFN TiLHEANF R
W Z%id—/ Dense B: CiHH FRF RSB MAKZEE PHELRSE A, 12
Fea¥BmmllfEEReE—R (AAEC—RAEEF ATk ), &M 1x1 5K [ L7 FR
& E AR (pointwise convolution ) ] & Inception B3 6945 &, €A B T X 5 il i 45 4L 5 3] Fo
FIVHAEF ] o o RARMBR A8 5 E R M R 3 A AR XA, A2 Fl #9838 2 18] 7T 4k
FFRZHEARR, ARAXFBOEARATRE,

{iE P BRI API AT DA SEERE 7-8 P, AR ANT I, AN TR A 47— A1
el AT AL
MO ZHEHERNSIRE (2), IMFREFFAESZMEBES

HEMR T RRALEN, KA SR EERE—R EEASEE, =
from keras import layers EINERE T HE

branch_a = layers.Conv2D(128, 1,

activation='relu', strides=2) (x)
layers.Conv2D (128, 1, activation='relu') (x)
layers.Conv2D (128, 3, activation='relu', strides=2) (branch_b)

branch_b
branch_b
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branch_c = layers.AveragePooling2D(3, strides=2) (x) X

branch_c = layers.Conv2D(128, 3, activation='relu') (branch_c) }T Ei}_{’l\ﬁiqﬂ, F15
MCERET SR

branch_d layers.Conv2D (128, 1, activation='relu') (x)

branch_d = layers.Conv2D(128, 3, activation='relu') (branch_d)
branch_d = layers.Conv2D(128, 3, activation='relu', strides=2) (branch_d)

BoxmbERE—&,
output = layers.concatenate ( B3 ERE
branch_d], axis=-1)

[branch_a, branch_b, branch_c,

TR, SR Inception V3 IRKE N B T Keras WP, (VB fF keras . applications. inception_v3.
Inceptionv3, HHUETE ImageNet £HR4E L W45 B A, 5HB UMK 75—
I Xception, U L2 Keras [ applications Bkl —&B4r. Xception ft7#ki# Inception
(extreme inception ), ‘T J&— PRI L 25204, HL R AT BESR [ T Inception, Xception ¥f43
STHEA T RRAE 27 2 5 25 AR AE 2 2] P AREEHE 0] 22 48 s, JFKF Inception AEHUE 6 A R E
A aEEH, HihafE— B REEH (RIS EEEE, a5 &A 4 A s E A T3 )
JETE R — NG CEI— 1 x 1B ). XATREE A 70 B 5 PR PR 2 Inception B ) —F
WX, Has [ RRAE A3 T SR E 9 58 243 55 . Xceeption FIS A4S Inception V3 KEHIH],
AP BRI S B RS @3, 0T LAAE ImageNet DL HA AR P64 I i3z 111k RE T
I, KW,

2. REEE

W ZEER (residual connection ) J&—F WL EIMZE L, 7E 2015 -2 )5 (R 22 I 45 204k
(f#E Xception ) HERATLAULE], 2015 455K, Sk H UK TE BI45E AFE ILSVRC ImageNet £k /% 3§
HARE @, B TIX— )71k . GRS T IR RS IAR 27 > B Fty A )
BRI AN E AT, MR AL, ALAIZT 10 )2 AR gk 22 4%, #nTRESA s,

B 25 i P L L T A2 B A R S 2 A0 A, AT LR 38 0 4% P oG Rt s T — 4%
FEAR . HI 2 B4 A S5 2 WS E R, RS R 2 RS AN (X AR
APE IR )o AR TATRIEARAR], FRATTAT LU 2t AR B8 1 12 09 30 e 2 i H
FRIEAR (it , X ALettas e n] IR AW BOE I Dense 2 XFFEBURERE, AL AT SIS
Ix1HH),

WERFRIE R B RSTARTR], 78 Keras W SCFR 25 B2 7 A0 T, FHAY R 1H 5558 25 % 42 (identity
residual connection ), XA AR — > PULEH A TK & <.

from keras import layvers

x
Y

. & ¢ AT
layers.Conv2D (128, 3, activation='relu', padding='same') (x) <1—‘ 5 = HATRE R

(D CHOLLET F. Xception: deep learning with depthwise separable convolutions [C]/Conference on Computer Vision and
Pattern Recognition, 2017.

@ HE K, ZHANG X, REN 8, et al. Deep residual learning for image recognition [C]//Conference on Computer Vision and
Pattern Recognition, 2016.
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v = layers.Conv2D(128, 3, activation='relu', padding='same') (y)
y = layers.Conv2D (128, 3, activation='relu', padding='same') (y)
y = layers.add(ly, x]) <— ¥R = SHd$FERM

WAREREE B RS RTE, SEEER 22 ik an s, ARtk 22i% 4% (linear residual
connection ), [AIFE, (BO&FRATA — UL ATKE <.

from keras import layers

X = ...
vy = layers.Conv2D(128, 3, activation='relu', padding='same') (x)
vy = layers.Conv2D(128, 3, activation='relu', padding='same') (y)
v = layers.MaxPooling2D(2, strides=2) (y)
residual = layers.Conv2D (128, 1, strides=2, padding='same') (x) .
FRAIX1ER, %
v = layers.add([y, residuall) B EKE S JRIA x SkELL M TR
i = AR5 v BEHERN
FHEAR N Btk
7

REF SR ER RS

A Sequential AP BANEBHETESFMETII—EZ L, XEREE
A — B E T ASNEE, mRE-EKD (e E g B KK ), ARABEBK2%
ZEBEFRBENS VL,

T vhiB it K AE 5 A R R R IXAMEA: RIENRA —F 05— R BMEHTRARER
KEK, BNRIFGMANFZ AN — A0, R EARERETRITIRREE (e
0~15 kHz ), R4 F i E¥ AKIE ik B AR Ak & F 09 9P . AEAT13 B 09 2 R AR LR A0,
7R EEBET AR T L EHEND] T HEIE P, Ao Mk TRES TR 69X — B,

ihZa
FE’« T

ﬂ‘ N

REFIPHEEIHK
BB 32 A TINGREAYZ R0 2550k, L IR ZE R B BHRO RS
©) T3] R B, e RN T WA E 23R S B, LS TRATFIETR
w3, £ETAER, FRMNELENG, EA P AMARAHEH % (vanishing gradient ).
TR &P B EZA R, ERK R L ER R B G EXA R, EXBHAELT,
B Az 5 69 3B AR M it — K B 3AE, RA1 L2 4038 LSTM BT he o] 2GR A 25 T fift ok 3X
ANEAE . BIINT —ABHFHE (carry track ), TALEL £ 42 HiE FAT09 58 EAEHEAZ
B, REEBENHERERB P IEREZEREN, REEMEL: CIINT —AMLEH
W15 BT IIE, 52 R0 BERT @-FAT, WA B T AME R IR E R,
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715 HEENE

PR APL AT — D EHEA M, IR RES 2R E R T H— 25, an SRR —AN 25
BIVEFPU, A S BRI ARSI — AN 802, B BE R A T L EE & (0 F AR R AR . 3X
FEVR AT ARG g BA IR 0 SR, BN 53 3 iR 2] R A AP T A R iz 4, st
JEUL, R SR A RN, I RIBTAS R i A SE B 2 2 X R

2, AR — AR PP AL AN ) 2 [ A SRS o X MR PN (7
BE WA ), IERH—EEITE 0~1 4L, 0 RN e F=AMEE, 1 RRMA)
Foeaimlak R R —Rh iR, XAMERAE V2 0 AR A, R G A XS R S R
BERE W ASRIEF A,

EXFRET, WA FET DR, RO S & — e R, A MX)
T B IAIUESET B XS F A BIARLEE o BRIBL, 240 WA~ Sk A A 780 >fe 43 i Ak 4 5 A i A\ /)
FREAHBEPY, Mk, WEEH— vstu 2R A]TF . XA LsT JZER (BIE
FIALEE ) 2[RI T A AR F T 1o AT AR N ZE R LSTM ( Siamese LSTM ) s #=Z
LSTM ( shared LSTM ) #5581

{8 ] Keras BREG APL P24 (ZEEMA) 7T DISEIX B, ARSI iR o

from keras import layers
from keras import Input
from keras.models import Model

HMEBEBRANEST: MARKE
128 K2 AR TR FT

lstm = layers.LSTM(32) < §—N LSTM FLHL—K

left_input = Input (shape=(None, 128)) ‘
left_output = lstm(left_input) |

HMERBENESX: MRIFAESEN
E%fl, MosESERENNE

right_input = Input (shape=(None, 128)) ‘
right_output = lstm(right_input) |

L EAE
merged = layers.concatenate([left_output, right_output], axis=-1) —ANoyeE
predictions = layers.Dense(l, activation='sigmoid') (merged)

model = Model ([left_input, right_input], predictions)
model.fit ([left_data, right_datal, targets)

BARBISLHIEFH IR IZXF

REE, ETEMNMAAI LsTM
BHIREHITENR

FRH, — DRI REp R EZ M, Enl ISR EE 2, B EE M —41
AR AN

71.6 HREUEAE
B, TEpRBG APL R, WTDME R E—RER RO . Sibn b, UR] U
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KIJZ". sequential Ml Model FEHARIEUNML . XA IR AT LAFE— Mg A gk i bR A
FEAF B ik

vy = model (x)

WAL AT 22 i A sk s N ok, IR A N2 HH oK a3 Rk R FHASE AL

vl, yv2 = model ([x1, x2])

TEVE PRSI S, it 7 B A2l PR AOAS L, IR AR T2 SE i, it e 7e s A
JEBIRCE o I FH— NS0, TCie )2 S i R A S g, o E A A X AN Sl © 222 B
AR E W

e gt 0T PSR S (51 ) LA A — TR B A 0 R — S U AR SR A D i A R
B PIASPATIRR Sk, MEELEDK (—385) ), IXARRIRERI AT USRI, X AEAR 2 N HT
BARAT o ARANTE ZEPA B BB AT A P S EAGS Th  l BBCRLSE AR, SRS Pt — 50T
DREAY R Z AL BT IAE PN R A Z a1 R SE )2 CREIAR R AR, AT 22 AR ] 4
PR ) KRB AE Keras HECHEAMSEREY (I EFUL) AT RN,

from keras import layers
from keras import applications

from keras import Input E& AR EMERR R
Xception 4% (RE
xception_base = applications.Xception(weights=None, IEEFE)

include_top=False)

left_input = Input (shape=(250, 250, 3)) ‘ = 950X 2 1 RGB
right_input = Tnput (shape=(250, 250, 3)) MR 250X 250 Ky RGB HEf&

left_features = xception_base(left_input) R N
>ft_fe P (left_inp | AR R R R
right_input = xception_base(right_input)
merged_features = layers.concatenate(
[left_features, right_input], axis=-1) , N
AHENFEEEREELA
AN BN FHER

717 N

PA B XS Keras BREGK APL N4, BIR MR R PR BRI 22 R 2 JEM By o8 T H . AT
Ffi1 7> TUF %S
Q QR LB R LS, IBAARZERRT sequential APIL,
Q WAl Keras pREGN AP A 2 fy ABEEY | 20k H RS2 A HAT 52 2 A AR 10 28 47 4
SRR
Q fnfey g i 22 IR R ) 2 S0 s B S 48], AN ] A Ak B3 Sl 2 1) o A2 ol )2 B
AL
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7.2 (M Keras [EEEK 1 TensorBoard 3k & H IsinRE 5 S 1R

ARG G AEIN LA R b Qe B G bl [ 42 AR R P R R ) v o (i model . £it ()
5 model.fit_generator () fE—MREEHRE RSB HRMIINZ, A ST 2240
BlL, —TFREGE— ST, Z e R R TCE A 6 L AT ol 5 i o o A SRAR b S AN I (1Y)
gL (IR IR P4 KL ), EHRII AR A AR AL, R —22 AL, E T DU
e, WEIE R IAEIE, I HRESILT Y areRAs A i, BT EZEAAWEAR, TRHE
model. fit () AYIRAIMAL CHLAS B GER H ETCAML, FTLLH BB I shS R I T80

7.2 I IZPFEERBIER =R

YGRS, B FAE I IRERTCIL TN . JCHORARANHNE 5 2 2 /D5 A Be A 2 i 50 e
AZE BT ]8R X RE—Fh S ms . LB 25k, XIS C 2 iRt A,
Pk B — UGB AT R U R T i B E MR R A, SRS A X A e R BN SR T IR P A B — W
I Zhe MK, XFPTEARIR .
b FRICAN [A]BUA BE Gefrd i,  2 XOLI  95E S N e 1)1 2. 3 RT LA Keras
[ PR BCK S EE, EIEERE (callback ) JEFEW £1t I AR —XF5 ( RPSEBURRE ik
FIZSH] ), B ZRid A p R Rl [R] S B S AR . B ] RAus [l 56 FRIRDIR S S HERE Y
FirA AT R, BT LCRIATS) : il gk DRAERARY | nzs— 2 ) AN R B i AR U RS
[ PRI — 2 I R B A R TR
0 BB E S (model checkpointing ) : TEI Lt T A [ B ] s A A 7R T i Y AR
O A& 1L (early stopping ) : WHRIGIFRIL A FHHGE, W BiIgk (2488, RIEHRAEAED]
Yrad B AR 3 1) B AR A ).

O FENGIIEPISEHRELESHE: Liitfbanmzed %,

Q G FEPRIERINGIEFRFIIEIE R, SFEEFINRTITRNE (XERRBER
WREET) « RN Keras #FFE S5 2— > 1018 pR%k !

keras.callbacks BHEIFZ N E M EIE RS, THSH T Hp—8, HEGRZE
Ik,

keras.callbacks.ModelCheckpoint
keras.callbacks.EarlyStopping
keras.callbacks.LearningRateScheduler
keras.callbacks.ReduceLROnPlateau
keras.callbacks.CSVLogger

A AL R, LER T A EA]: ModelCheckpoint . EarlyStopping
1 ReduceLROnPlateau,

1. ModelCheckpoint 5 EarlyStopping [B]1§ K %]
IR WEFE ) BAR TR PR FEBOE A BON AN 23, AT LU Earlystopping A1 eRECE H K
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Wk, Holn, A~ E R E ] LR R iR 3005 A sl vh B 25, DA kB0 FH B/ ) 8 vk B
HTVIZEAERY 3 [F]E pREGH # 5 ModelCheckpoint &AM, 534 v LAZE I had B b ek
AW AR (Rtn] Lk P RO B TR sy, Bl —4e 2 o m A e EEPERE AR AL ),

833 £it ) callbacks SHFEIFRBENERE D, XS
B — P EERBEITIR. RRMEANEE N BEIEEER K

import keras B R E
. 3R R iR
callbacks_list = [ AR BT IR : * RE . _ .
keras.callbacks.EarlyStopping ( WIS WRMEEST %E’{J?”Tl‘ﬂj B
monitor='acc', < i) AABE, hEmlg
patience=1, <

)
keras.callbacks.ModelCheckpoint ( <— AESRIHIRREFEYINE
filepath="my_model.h5", <— BERXHRNRERE
monitor='val_loss"',
save_best_only=True, .
) XANSHHENZ, R val_loss FHENE, BATFEE
] ERBH. ZRATAKRRELINGEES NBIH R ERE
model .compile (optimizer="'rmsprop',
loss="binary_crossentropy',

metrics=['acc']) G {RUSHIREEE, FRE R SRR — 205

model.fit(x, v,

epochs=10, AR, ATEERBZERRIER K
batch_size=32, MIIENERE, FRAZEEA £it HBE
callbacks=callbacks_list, £\ validation_data (I&IFHIE)

validation_data=(x_val, y_val))

2. ReduceLROnPlateau [O]ifFFK

R HE B TR AT I8 P R MR W25 5T % e It et
TIRETE Closs platean ), T4 HIK I/ N2 H AR R U R MRS AR T XA
AHFEH T ReduceLROnPlateau [l AL,

callbacks_list = [

keras.callbacks.ReduceLROnPlateau ( Weisis R A I8 F 3R 5k
monitor='val_loss'

factor=0.1, <— f%&RNIEFIZEEREL10

patience=10,
: j IR AEIR S 75 10 B9 480 B 3,
) T Lt 25 R

model.fit(x, v,

epochs=10, AEE, FEARNEERBEMSEIGIER
batch_size=32, %K, TAREZAFH £it Bi{E

callbacks=callbacks_1list,

A\ validation_data (I§iF#(IE)
validation_data=(x_val, y_val)) H
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3. WERE CHIEIAE

MR RTG BAE Y Zrad B P R BURRE A T3, Mk WA T8 A & e B e g, R4
AT VRE R A O R M pR S R pR ) S 7 R A8 keras . callbacks. Callback 2R
T2, SRJGVRATLASEEL T X 2 3 ( AR BRI X se vk PERT ), e 15 eI 2kt
P RS [R) e ) A Bl R

on_epoch_begin <+— EBRFIREEIAR

on_epoch_end <— HEFREREWIAR

on_batch_begin  <— FEAESMIEZFHIER
on_batch_end <+— FEABEEMEEZEWIER

on_train begin <— TENNGFFIRR#AR

on_train_end <— FEINGLEEREEIAR

XL BRI — 1 1ogs 24, XAMSHCE A7, WA ET— Mt m
— RS — R INZRAE R, RIVIZASE bR ABRAEFRbRAE . eoh, B pRBOA T LA A) T 41 & 1k

O self.model: V&I pRELIFIARISA],

O self.validation_data: f&A fit {ENBIEEWERIME.

R 5 S8 bR T A, 2 1T DA o MR 4 52 ) 7 5
# (K0 Numpy 024 ), XIS 2 X SRR A5 — MEASTH AT B

import keras

import numpy as np

class ActivationLogger (keras.callbacks.Callback) :
ENGZRAREREA, Hik
def set_model (self, model) : EEERHEM M ERERRT
self.model = model <

layer_outputs = [layer.output for layer in model.layers]
self.activations_model = keras.models.Model (model.input,

layer_outputs)
RIS, RE
BREAHE

def on_epoch_end(self, epoch, logs=None):
if self.validation_data is None:
raise RuntimeError ('Requires validation_data.')
validation_sample = self.validation_datal[0][0:1]

FRENSEIE activations = self.activations_model.predict (validation_sample)
RS f = open('activations_at_epoch_' + str(epoch) + '.npz', 'w')
—N . f tivations)
NN np.savez(f, ac )
KA f.close() B BRTE

FREE

KT [T R BAR U ZRIE X 422, HABROERRBOR AT, RAES AT B, R
] IAEN ZRid FE X —A Keras BRI TAL MR H A0 Sl Bl R e (19

7.2.2 TensorBoard f&1r: TensorFlow BYEJ#R{LHESS
AR A Y B 2 M A AR TR R S R R R R A S e, DT I AR TR
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TIEFE R AT 40 XIESEEIT A H P SRIBOC TR IR RI(E S, Ly, Bt
JEIE—A R R R (EEER ) - ORI AR, IR Ry — S, HTF IR
PRIV PR IEW . VREBITIXA S, FRAEEHAE i fE B e X R TR — ML, 75
XIS I AR IR EGIR 2, AR AR L AR Bk MOk 1y . BORBRSR K. Keras A AR
TE R R I TR PR AR BB AL i S Iy, 17 i GPU A DAES AR PR 2 S i 246 B H Q] b FH S 6y
ZEIRWE? X WiFG 2 TensorBoard ZHAEH T ( WK 7-9 ),

AR HERE . TR B > HESE K
TensorBoard Keras

K79 BUGHBEREATIEI

AATHGA 4] TensorBoard, —/NN'E T TensorFlow ML TRIESR M ATIAL T R, HE, B
A4 Keras f#i [l TensorFlow JGumit, X— A BEH T Keras #57,

TensorBoard 1) 3% i S2 , ZEVI S FE b B AR LA AT 9040 0 O vk M P Al P e A i — 1
AR T PR B AR Z MW R 25 5, IR 40T LIE IS A b T A 1 A4 L et 4.
- HRe B P ISt . TensorBoard HA FHIIGEb A TRE, ERTEN YEAR L8,

Q ENZrad B b LT i 7 s Fe b

O KB AR AT AL

O HEJ0S RN B 1) 15 [ T ARAE

Q DL=4EIE s A

FeATH— a1 B 45 7ol i R X SE T BE . 7E IMDB 1580 M55 F Il h—A>— e R 4
[SIEZ%

XAMERIA T 6.4 AR, FRATK: L% 18 IMDB 1636 HP AU R 2000 4~ Hga], XEETE 5T
Bl A T4

REL;EH 7-7 Hi] T TensorBoard F{ A3 255 A

import keras

from keras import layers N St=Tnd)
from keras.datasets import imdb B
from keras.preprocessing import sequence EXAZBIFEZ FBEE XA (X
Lk 8 i7) 0 /B T B max_features
max_features = 2000 < = 3=
- MERELR R
max_len = 500 <t
(x_train, y_train), (x_test, y_test) = imdb.load_data (num_words=max_features)

x_train = sequence.pad_sequences (x_train, maxlen=max_len)
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x_test = sequence.pad_sequences (x_test, maxlen=max_len)

model = keras.models.Sequential ()
model .add (layers.Embedding (max_features, 128,
input_length=max_len,
name="'embed') )
model .add (layers.ConvlD(32, 7, activation='relu'))
model .add (layers.MaxPoolinglD(5))
model .add (layers.ConvlD (32, 7, activation='relu'))
model .add (layers.GlobalMaxPoolinglD())
model .add (layers.Dense (1))
model . summary ()
model .compile (optimizer="'rmsprop',
loss='binary_crossentropy',
metrics=['acc'])

TEFFURH ] TensorBoard Z /i, FATHEQI#E—H 3, HFHRAA AN HEXE.

RHEEE 7-8 K TensorBoard H 4@ —H 3

S mkdir my_log_dir

A —A> TensorBoard W s RSB T S UI LR, XA 1 pR ook H S S5 AR
BERYFEE L E
RIZEFEL 7-9 HiH— TensorBoard [FiJE ORI Zrk Y

callbacks = [
keras.callbacks.TensorBoard (
log_dir='my_log_dir', <— HEXHBHSAXMIE

histogram_freq=1, <+— B—®RZRICEFHEELE
embeddings_freg=1, <+— B—®ZRICFHRNBIE

)
]
history = model.fit(x_train, y_train,
epochs=20,
batch_size=128,
validation_split=0.2,
callbacks=callbacks)

BAE, R ATEAT 2415 81 TensorBoard 454, 4878 T 12 BRI pRECY BIIEAES AR H .
TE44% TensorFlow B ( LLAMiEId pip ), tensorboard FEIFMIAT L H LR BHHEHNLE T,

S tensorboard --logdir=my_log_dir

BRI AT LU Y 25T I http:/localhost:6006, Ff-2F F LA A Zhad B ( WL 7-10 ) B T
GRAE R BG4S bR 0 SCEE 26 Z A1, R A] ATJ7IR] HISTOGRAMS ( BT #n&nt, JF&F
SR B E R AL, B R R E RS E (LA 7-11 ),
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TensorBoard SCALARS IMAGES AUDIO GRAPHS DISTRIBUTIONS HISTOGRAMS EMBEDDINGS

Write a regex to create a tag group X acc

[C] show data download links

Ignore outliers in chart scaling

Tooltip sorting method: default v 0.740

Smoothing 08620

—&————— 0157 1
—_— 0000 1.000 2000 8000 4000

Horizontal Axis
RELATIVE WALL loss

Runs

Write a regex to filter runs

© - 0.500

0000 1.000 2000 3000 4.000
TOGGLE ALL RUNS ra

my_log_dir

[%] 7-10 TensorBoard: F5F5its

SCALARS IMAGES AUDIO GRAPHS DISTRIBUTIONS HISTOGRAMS EMBEDDINGS

convid_1

I convl1d_1/bias_0 I conv1d_1/kernel_0

LT

N — A s
-0.06 -0.04 0.02 0.00 0.02 -0.15

convl1d_1_out
convld_2
convld_2_out

dense_1

[ 7-11 TensorBoard: G H 7Kl
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EMBEDDINGS (it A ) %8 st LR AT DI E i A daZ T 2000 ™ BLr] i A7 B RS [ OC R,
T EH S —> Enbedding 22 EIAY. K i A %S [B1J& 128 4%, FrLL TensorBoard 21
PRIEE B AR [ sl HL R 2 — e mk =4, nlak R L4E A E AT (PCA ) Il t-43 4
BEALIT AR A (t-SNE ). ZEE] 7-12 B sk, AT IVERE A 2P NFE 15 TH & SCAY TRl
T i . AT PRI mT LA 20 B0 S A B A S H ARSI 2005 21 A A AL
TEREIXF X ANREEAT S, XU R A28 I 25 0438 FH IR G F A& — N R

SCALARS IMAGES AUDIO GRAPHS DISTRIBUTIONS HISTOGRAMS EMBEDDINGS TEXT

=) | Points: 10000 | Dimension: 128

@

€ 7-12  TensorBoard: 22 H.3CHY =4k irlik A Rl #i4k

GRAPHS ( &) #3% 01 7R 1) )& Keras £ J5 (1 )IK)2 TensorFlow 1255 Kl 1 28 B 2 AT AL
(WL 7-13 ) WI0L, EIPRNE L Z AT RN EZRZ . WFARRINIFS# AR, 7F Keras
FE SUBARIE ] RE R EORAR T ., LRI RA RS, HEKE, RTFEMEM M E Zr
SERAR AR, P 2 AR SRR R R AR O R LB N SARITERAE I N 2
(B AFAEIX P L 25 5, X E SR Bl ] Keras A Ay @6 A | 1 A2 F R 4R TensorFlow M
SR E XA WA EE L, Keras 1k TAERFEARHAEH i,
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SCALARS IMAGES AUDIO GRAPHS DISTRIBUTIONS HISTOGRAMS EMBEDDINGS

i gradients  Round
» sub[0-15]
<1 divios]

radients subf0-15] <70k

clip_by_value

1 Assign[0-13]
“ii subl015]

global_max_pooli... '—P 1 gradients

dients.
©* Assign(0-13]
+ subl0-15]

<2110 Sqrt[0-6] <2210 Sqrt[o-6] <20 sqrtfo-6]

[%] 7-13  TensorBoard: TensorFlow [&la] #ifk
W, Keras b L T 5 — Ml @5 9 )7 ii——keras.utils.plot_model pREL, BRIV
PRI R Z A I, A& TensorFlow iz 840 A IR o i FHIX 4> R BURS BE 222 Python 1)
pydot EF pydot-ng JiE, MTHFELSE graphviz ., FIPRIGEF—TF .

from keras.utils import plot_model

plot_model (model, to_file='model.png')

ok & 7-14 BRI PNG B4,
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max_pooling1d_1: MaxPooling1D

convid_2: ConviD

global_max_pooling1d_1: GlobalMaxPooling1D

K 7-14 BN R, B plot_model A2

Rk A LA A T2 2 A P PP R A e R X A B 7 plot_model PRI
show_shapes WIHUR RIS ITHL (LK 7-15 ),

from keras.utils import plot_model

plot_model (model, show_shapes=True, to_file='model.png"')

input: | (None, 500)

embed_input: InputLayer
output: | (None, 500)

input: (None, 500)
embed: Embedding
output: | (None, 500, 128)

input: | (None, 500, 128)
convid_1: ConviD
output: | (None, 494, 32)

. . input: | (None, 494, 32)
max_pooling1d_1: MaxPooling1D
output: | (None, 98, 32)

input: | (None, 92, 32)
convid_2: ConviD
- output: | (None, 92, 32)

input: | (None, 92, 32)

global_max_pooling1d_1: GlobalMaxPooling1D
output: (None, 32)

i

input: | (None, 32)
dense_1: Dense
output: | (None, 1)

Kl 7-15 A RS R
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7.2.3 N

Q Keras [0 pRECHRAE T —Fh 7200706, AT RAZE DI 2o T2 rp W P AR IR MR AR IR 25 1 3
SREAT,

Q i F] TensorFlow ], TensorBoard J& — 1 7£ 3 Wi % i 4 A5 BU 35 2 ] WAL A 47y k. 7
Keras #A FR AR LI 3 TensorBoard [BIH pRECR A X Ao,

7.3 LIREMMERER FEIRE
SRR FURMSE OB EAT R B IORERE , T84 T A2 4 4 2 LK S F G . A

FA TR VR — T T TR R ST R B 2 ST B i S HOR B DU A P, ANITTERE Ry
AARFEEIPERE” IR “PERE L EL RS IR PLAR T SETE

7.3.1 SHRREIEN

7.1.4 PR A — b A BRI gk =i . A S AR B R ARt
i AREACARBE AT 2y B XSO A A s PERE TR S B UM 2 I 28 IS I FE 2, (B
b 22 ST 2 AR B L o

1. #HEFREL

PR (normalization ) J&— KTk, TRl 2 I BIAE 2R [RIEAE 6 2 (8] 50
AR, AT B TR 2% ) SR 0z . SR WA B AR AE AL IE X R IR 2 e A
Z IR IRFIE X BRI 25 T YA A0 0, SR B0 I DA LA o 2 1 R v
2Zh 1, bR b X RS AR BAR IR TEZS 53 (R oA ), FFs Rz s A i il 0,
[ AR TR T 2258 1

normalized_data = (data - np.mean(data, axis=...)) / np.std(data, axis=...)

T PR 7 ) R A 5 o A S 8) 2 FRTESCH A R ko (RLTE 28 ) B — IR A8 2 S R
% e bR HEAL . BIfi% A Dense 8% conveD M HIEIEIME N 0. 2N 1, WA M
5 DX 2 i L RS L R

HEFRAE L (batch normalization ) Ji Ioffe Fl Szegedy 7 2015 4F 42 i i) —Fh 2 (2581 © (4
Keras H/& BatchNormalization ), BMEZEIIZk e (ERTy 200 M kA28 b, B
T PR RO B R A o HERREAL B TAE R BRI, I ZRad 72 o 78 N R R A7 O e R S R 24 18
M 2B S P2 HEPR AL B EERE, EA B TR (X — SRR 25 E AR
18, R AR MY, X TH LRI R, HA A EH 24 BatchNormalization 2
A REHEATINSR, Bil4n, BatchNormalization ] {Z T Keras W Y12 @ A £ M 4%
Ky, LN ResNet50. Inception V3 Fll Xception.

(D IOFFE S, SZEGEDY C. Batch normalization: accelerating deep network training by reducing internal covariate shift [C]/
Proceedings of the 32nd International Conference on Machine Learning, 2015.
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BatchNormalization Zill H EERZBUEEIERZZ H .

conv_model .add (layers.Conv2D (32, 3, activation='relu')) <— GEREZEFER
conv_model.add (layers.BatchNormalization())

dense_model .add (layers.Dense (32, activation='relu')) <+— f£ Dense 27 [5{FH
dense_model .add (layers.BatchNormalization())

BatchNormalization ZIEI—1> axis S8, T H8E NI MBS R ARG fgchs AL, X
MSEREINEE -1, B A KRG — . X T Dense J. conviD 2. RNN ZHIE
data_format % N "channels last" (BT ) I conv2D 2, X MBRIMMEED 2 IEHI K,
BA /DB NAT R data_ format WA "channels first" (BEIBFERT) Y Cconv2D &, XY
W25 1 /9%, PRIt BatchNormalization f axis SEUNIZFAN HIIZ R 1,

HEBREN

S8 AR A 68 K BT 2 B AR AL (batch renormalization ), & Toffe T 2017 4£32
WY, BaAREAL, BAAARGLS, ERMEARREm, SHERSR, FEEE
T BARMAR A A ot it F, 2RI ARTRARNKR, AHZ/E, Klambauer FAXLRE T
G AF A 2 M % (self-normalizing neural network ) ®, E4% #7698 7E R 3 (selu) o
kb4 % (lecun normal ), #&4% i3 3% 18 T AFAT Dense BZ G RHFHKIEIR AL,
TG EERREFAAR, LANRRTEEEEML, EAZEHRAFR XTI,

2. RERAIBEER

WMRFTAE VR, H—DIZ AL convep, FEa] DITEAEAI B G2 & ( RIS /A9 ml Yl ZRAL
ESH), M (RIEDRF S EG2 ), T DS & LA a8, RaefdEA
7 UL IR RE R 5 E 5T (depthwise separable convolution ) JZ ( SeparableConv2D) HJ
YEH . XA EXH A B REAEE B PA TS S, ARG S G (1 x 1B K
HEIRA, WE 7-16 iR . XAH 228 [RIRRIE 22 > FHRIERRAE 25 2 00 JF, AR ARBaseim A b i
23 [BI7 i BEA DG, (HAS[RI Rl B Z [RIARXS SR ST, AP AKX AMORARA B L, BB S
MIRZ, TR, T ARSI /N SRR, RO B R — R TS R SR I ik,
Jr MR RS Ad FH /D s B U r e, NS 21 M g o A A Bl

(@D &L Sergey loffe T 2017 4F & 3L “Batch renormalization: towards reducing minibatch dependence in batch-normalized
models” .
(@ KLAMBAUER G, UNTERTHINER T, MAYR A, et al. Self-normalizing neural networks [C]//Conference on Neural

Information Processing Systems, 2017.
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1> 1 &/
(B rBR)
B2
REER:
g EBIE

(33m)(3 3883388 )(3 3 88 «////'ggggm

|
Kl 7-16  REEATMEERR: IREEE + BT
AR EUAIAT BR BBt K I IR N2/ NRUBERY , X S0 s AR A s 2 i, R T A
AN BRAE NIRRT 2 B R 4, T IR0 LS5 (softmax
2K ).

from keras.models import Sequential, Model
from keras import layers

height = 64

width = 64

channels = 3
num_classes = 10
model = Sequential ()

model .add (layers.SeparableConv2D (32, 3,

activation='relu',

input_shape=(height, width, channels,)))
model.add (layers.SeparableConv2D (64, 3, activation='relu'))
model .add (layers.MaxPooling2D(2))

model .add (layers.SeparableConv2D (64, 3, activation='relu'))
model.add (layers.SeparableConv2D (128, 3, activation='relu'))
model .add (layers.MaxPooling2D(2))

model .add (layers.SeparableConv2D (64, 3, activation='relu'))
model .add (layers.SeparableConv2D (128, 3, activation='relu'))
model .add (layers.GlobalAveragePooling2D())

model.add (layers.Dense (32, activation='relu'))
model .add (layers.Dense (num_classes, activation='softmax'))

model .compile (optimizer="rmsprop', loss='categorical_crossentropy"')

X TR TR A, TR AT 73 B 5 B2 Xeeption A4 (14, Xception J&— 1> MEREI)
LRI, NE T Keras . 7EFRAYIE L “Xception: deep learning with depthwise separable
convolutions” H, YRAT LhiE—2 T IR EE AT 73 B A5 AR A Xeeption MRS LA
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732 @S

T SR FE 2 A BRI, ARV 2 B/ DB E P . WZHES 202 BR N IZ
f0, 85 /DA BSC U A7 BTSNV IZ M relu M2 HAB s B R — )2 2 5 SR 75 %A
BatchNormalization ? WiZfH 2 KA dropout tbFR? A RZE . X EFELN JZ 1 0S50
YERBS ¥ (hyperparameter ), DMERFILSHEIAISEX Ik, Jo& -t K aERE A T2
LD, SR FEE WLERE 2 TR R SR B, RSN LR e REmp L
AT MR AT WEEUL, MA1FS TR RS EH T (2R B S EOR A 1E R
SCHFII SRR B BT 55 Lk B AEPERE, AR A RENWE 2 T — A 045 I A\ BE
M e RE, BIEEARIIAIRAF A ESE, Bl Bt LA AT e R me i ny o AR ] LATF-3liE 5 4%
ROEERE . FORT IR anib S SRR RO E 8, X 2 HLEN 22 ) TRRIM A ST A B2 R
BB RIS EA A S o (R, BRI R SEORNIZR NI TAE, B aLas L.
PRI, AR ZEE — R, RGP [ SRR AT RE AT R 25 (H] . IR E R Ay 23 ],
IR PG R B M AR R A . X IE R S A SR S N 2 . XA — A S8
Wy, T HREE,
B R R R F AR s
(1) WA ( AhEs ),
(2) FAEEAHRY R,
(3) B ARIEI S FHLG, IR AR S Bds e ZPERE
(4) SEFELE T —4UESE ( AghEs ).
(5) =R ik,
(6) Ff, M ARIAEN s LA TERE
AR REAE T, e T2 ASE, R UETERER Iy s R B8 T — 75 ZPEAh 1)
BB AR AR TR DUt Erife . sifE 5k . A basLis R 45,
YIZBERUBCEE AR 5 AE /Db B Lot g si i, SRJE R & & S A LA ) 1
R RS, S, SRS EONAEE BA PR . AR LU PN,
QIR REHES (XABSEEXNMES RS T — S ErEReny i) mitaRmar
RedEH BT AR LA — TR MK T IR Y 2

Q @S5S B HF 2 S i e Ak, WM SELR, WARHW. Hit, &K
N REAE A S R SO B R R . A, RIS AN AR EE AL T s, T
VR RO HUBE B T R B IAR 2 .

DCEEPk AR H R, X AU R AR, PRI IR AT H AT H e AR A R A T E Sk
AR, SEF RO, MR R (HEPLERE T EE S, HFEEX—d R ) st m
R TT %, BRI MIE R A AR T 28 . (AR A —Fh T B 52 LUBEN AR =T 4r, Bt
Hyperopt, ‘EJ&—H TS EILAIY Python [, HERMH T Parzen At o) ke Fi I W 2
SRR B R ZE R . 55— A Hyperas 922K Hyperopt &5 Keras BRI 4E sl 7E—ifd, —
2RI
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AR ESHATRAERAK A HHALK, A—ANERHRIAEZRR, AR IELET IS
B AR AAE A ER BT R — AT, REREIMET EHMAH, IR ERE
I TER YR LY AR RE, R A IR ER IR I E AR —

B2, BBRIR TR KRR, AREAEAL ML 55 LRI R STt iR a2 L
FTERE, XIEAGAN A BE T R AN FIHEIHHE, RF5ARIREILE Y
AER R, X AR . TR, TR AT RERS [ Sl S UM R AE TR 55, X SEARAE
IR RGHE SRR, AR TahiE Ry, FEASRBN . [FEE, RT3
BT REIANAY , N N2 AR U A T fe it . RS PEA B, B2 %A shiiibic 2
— MR AR HA SRS, IENULAERTHREE ], (HIRP X — U2 e AR N
PEE.

7.3.3 1RBIEERL

TR — UL 55 PARTSRRAESS R, 75— R R 2 E RS (model ensembling ). 4R
R — RPN RV (Y PN 25 R A ) —ie , AT A 21 SE A A P 45 2R o LA~ > S 3%,
e Kaggle BRYTERE, VREA LS AR SRR E] —8, B fRn] LASTIUEAT 5
AR, ToIeX MR R A 4F

S MM T X AR, RIS TS YRR AR RIS, e AT TR B R AT B N R[]
BRI B RYH AT AN R ) B LS B R e B, #5380 1T AT iRy, (HA
JEATREAH . PRATBENT UL BB A AU . — R AR — UGB RIS, A0 i fl ok
THRG . B NIRRT RR SRR ARG, (HREEE TRy, i yeli—4. X
Lo NFERRY R GIEIXAERY, BB A RS PRT, ARSE XS A L g
B, B AHRIRKIEARE 2 AR (G B AR R (0 R SR Ay B B AT LA E 4
A ) A C R EER BN R BE B 2 T e . B AR 3] T 8 B R —3R 2%, (B
B EAR BT REAR E—kS, URAT RIS B ECE SEmAER it ik . KGR 2RI
o, BOEAURIHARATE 2R, (BZE AR 1 — A R Rl

FATLAIPRINE A ] AR EHG— 2P AR A BIMZ IR AE — [ B 5335385 M (ensemble
the classifiers ) |, i fi] 5B 77U E AT TR PN &5 RO (B0 BZE 2R o

preds_a = model_a.predict (x_val)

preds_b = model_b.predict (x_val) B 4 MM EINEE Sk

preds_c = model_c.predict (x_val) SHEAIA T XA FTEY TN 2 28 N 1%
preds_d = model_d.predict (x_val) Eb ] — /™ B T 47
final_preds = 0.25 * (preds_a + preds_b + preds_c + preds_d) A

HA XM LA T D IPEREZE A Z —RRIFRE, XFITEAZ8 R — e ds
PEREHUHABMZEIRZ , AR AR AP ZE 2R n] BEA WX — 2 R A S IR A4
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B Je il — A HE I ek, BUINAGF 2, HACE AR s e I 153 o Gl w ok
Y, R AR POR T R A, 22 A SR IR T B N . O T R E—2H 4
5 AE , ] AR FHBENLIE 2Rl g PR PEAE % (LA Nelder-Mead 753 ).

preds_a = model_a.predict (x_val
preds_b = model_b.predict (x_val

)
( ) {]i% (0.5, 0.25, 0.1, 0.15)
preds_c = model_c.predict (x_val) Exlx c2r T Hels U
preds_d = model_d.predict (x_val) XL ERRIBAWEF I
final_preds = 0.5 * preds_a + 0.25 * preds_b + 0.1 * preds_c + 0.15 * preds_d

A VP HAARAR, H AR AT LUK 0 25 5 e U O34 . — kUi, 7 SR a3,
HAEAESIEE s TR i, SOE— MR KAk,

MZEOEE T RAR, CHEAE T XA KA M (diversity ). ZFEMELE IH., W0
KA BN RSB R 8, B2 1S—BoA KRG8, IF HaKIEA S HIE KR E 0 H
SERIRE . JEZFEMELLEE TR IS R AT . FINLER 22 2T BARTE R UL, SR A A5 1) g
ZWAEFR —D T L, B AL SR R RZE . RS MR REEARA R L, I8
2K SR 2E SR ILHRTE , SRS InAR e . BmE

R, SRR N IZ R AT RESF, (MRS RATREANE], ol & B A [ HAE & AR 44,
R A FRBI L2 2 vk A — RSN AR L RAEARY, SR A R M2,
HIA R B BRI iR AL 2 S N2, SR TR, AN RS RY 2 [a] (1) M — IX I B AR 4R AL A 25
BAREERURY , IBARE M ZAEEERN, 5 e H S TN et .

TARIA — P AR LB HE R AR (HX— iR B A ) 2 AT Il RSk ), shRf 5L
TR T (L AnBENLARAR SRR R TIRT ) FRBE P M T4, 2014 4F, BYE#H Andrei
Kolev FIFK i H Z2 RIS R R B2 pf 22 28 AR B, 7F Kaggle it i 3 (0,5 A8 FR00 Pk 1% 78 v
PAFEIL . (AP0, P AR — M EREDRE T 5 A B AR AR ) 77 (BRI
WAL DTEEARAR ), IF BAR Wi R T AR A, ANk, EEERTR T 7 — MBI
WE, (HH-FRATA R, AR T R R s A, P B RO T A iR R 58 2 AN
PRAL T HABBIARIER IO ARAF AR S o X IEREE N IR B O 2 Ak o AR AN TE TR B S A A A
2, A TR RS 2.

ITAER, —Fhfe S e AR 2D ) R A AR i 7 1 2 3 B VR (wide and deep ) HYFRFRIZEAY
A TWREZE 52252 o XPMEBIIRA Y 25— T B i 48 I 28— KT A R A 7Y
X PPN A 2, S SEUE AR i o) — Pl g

7.3.4 NG

Q MR PERE TR G B AN, IR ZAE G221 . IR HELRITREE il B B R
Ak, TigE—HE, LR =N, WE A s SRR AT RE A e 2B UEE B,
PN E MR RECR T
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Q MY EER I 48 T ZLE B 2B S EOREEM , X S se Pt [l e TRIRL g ERE . X
e A EL S BN E . b R IR G B S s ), DR B ek $t . BT,
XN RAREATERNIER S, A T EBARIRY . {2 Hyperopt A1 Hyperas iX #
MEERTRE SRR T B . T SEUAERS, — 2/ N LA

Q MELENLR 2 SE TR M, s B R 55 AR RS R, B i 2 A
HYEE R SEEL . AR (RGEEC St itk ) -7 5 hGH # C 2 Re S a5 47 13k
Ro THICHE, SRR R AR B AR TR B A
T e R AT BEAN A A — AR TR AR B, (X AR 75 2 ELAG ] BE = A Tl e ) ).

KERLE

Q ARFTERAT=T TUUF N,
o QPR A E A SR EE M (ZAGEEILE ) 5 AR HAE Python pf
B (BIRIBIR ),
PRATLAd ] Keras P18 sRECAE DI 2t R b WA AR FRAR PRI ALIR SR I T8
= TensorBoard A] LKRFEFR . 30IE BT L 2 i A 25 [ ] 94k .
fH a2 HhR Al . TR AT o B SRR 25 4
2Nz R S EAR A R AR B
Q i Bk 2 T H, JR0] AAE B i s b b R PR B 2 ), FF 0] AT IR A e B =
S TR A S AR




AEEREUTAE:

O ffi ] LSTM A BiSCAR
Q 5ZH DeepDream

O SRR 2 AR

Q 25 A it as

Q A TR 4

AN TR B GEB g RAaTaet:, JEARR TS (B ) FRk24L
SO HEAESS (LA esE ), el aisaEmiGsh, KRG LER, EAEMAE, FROTITE
PR SCAINES, A SRR AR B0k AN AT RE A SE MRS B . 2YRE 2014 48, Af15%8
ARG, BRI TR T P AWAE o A= AR, 58 mH e At A )
VWSS T, 2015 4EE K, FAMTWAR T Google ) DeepDream .75, ‘B REMSIF — 5k G Akl S HR
R SE R (pareidolic artifact ) VA T ALANRLTEIZE . 2016 4F, FATI(HTFH Prisma B FHAR P
08 R AR A XS I 2218, 2016 TR K KA T —3B3LIeMER e Sunspring, © BRI 2 B K48
HhdtZ (LSTM ) BB i, AR X ih . feil v] BB /R P28 I 4 A5 i) S A o

wRs, BIEATRIE, ORI A TR ZARLE S A ARG, A TR RIS mIE LA
ANgmhil . ERAEMAK . (R, BRARGBAEAZIRNEIRICH T8, NTHEEASEN
EATA R RE, MRS HIRATATE M T/ RE SRR GE, W —MEBRNE R, EIF2
G, FEAZANETGU T, A S T N TR R R H B Re 0 T, S AT e
FINEER A AR

TRK—H 53 1 EARABNVERR 2 7 BB R 5 Ll i fig . XERIRZ A IEA 5] 7.
ST AR ISR R . XA IE RN TR e AR E b . FRATRESIEL . EF M2
ARAE A EA G A5 . 22 2D X PP S5 R R IR 2 ) BIE TR R . HLas 2 I AL RE A T K14
TORFECR RSB ESSE (latent space ) #4727 2], ARG X3 (AR 4 (sample ), Bli
B SRR GBS b L2 B 2R S A A AR TR i . 49K, XFIRFEA I AR
EARAMETT R . B HE—FEERER, BEIFRA T AERAEN . ARERSRMAELR
FERE; M, BN SR AER TSR ER bt free 2] ERASENE, HiE
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SEIRAMTA B REA BEXT BRI NI T 52 . HESZSBIEARR T, BT A
MAEEARENL, IFHMRZE, WESBRFESZN— M, BB 2ZARKIRET, MmN
ARG T, R RMMES A, A, BUATELWREMZ S, Wik EARUHELS
HNE S . CAE TR FRARET Y, AR SHE I

Tannis Xenakis J& HL 5 A R 8 AR S — A7 28 DL S5 0K, 20 48 60 448, X T6 A
AR T35 R AE, bFE T 5 R . ©

Vel RANE B a9 P BBLE Rk, M e aAb TR T35 R % X7 R ed
— R E R, FEE RN R IR R XA XSG A fnZ A, Blde, T
VAR BT A 6 R BA, AIRARE AFZRAER KA FIZARA, £ Fi e
BT, PWRERT — L ATR: teieTad, FINER, FBEFHBESF
R P AAT, KASFARFE R E B R A, XAV RAEEE R T AT P R ILG
%,

ASTENG A BRI 27 T TR SR SARRIE T Tl A T REPE . FRAT TR A 20 7 91 Bl A 7l
TR SR 2K ). DeepDream LUK AE FI7AE 53 A 2t a1 A slaOHT I 453047 P15 A 1l
AT PR G AT ITAR WA 2, ATREt 2 b URES WA 5 ZARSSICAL & W T fE
IERATIHAME.

8.1 {FF LSTM &3t

AW SR PR 22 28 AR U7 908 s o AT LASCAR A O 1], (HRIRE Y
TR LUHE BT A 0 7 900l ARAT DCKE N T8 A5 77 910k A8 i e Sk, tml DA
JHF BB AHE S (N, ZARZAE iPad 2 MmBHE R AEmEHE ) Sk—%—%E A )
2, DAL

JPIVE R A AR T ZARNE L. © I T & AR AL A G
H . Google T 2016 4F- & 4ii ¥) Smart Reply ( F{REMIE ) LIRE, REWXTHE FHRIF o6 (E A shAd:
2P AR, SR AR U R A

8.1.1 BRI L& &

R 2014 R4, RBAT A NS LSTM X —435, BVEFERL &2y~ SU i A W, e
PR 245 A Y SRR R ISR HIAE 2016 4R A TH R HHBAAE T el (R, X SeRoRHA 35 A
KA, AR 1997 AEFF & I LSTM 57k @ SX—iik 1 T % 74 koA

(D XENAKIS I. Musiques formelles: nouveaux principes formels de composition musicale [J]. Special issue of La Revue
musicale, 1963(253-254).
(Q HOCHREITER S, SCHMIDHUBER J. Long short-term memory [J]. Neural Computation, 1997, 9(8): 1735-1780.
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2002 4, 2Hf7EHG 1 Schmidhuber 5250 % TAER) Douglas Eck UK LSTM M H T3 AR AL,
FARR T4 N EZEH . Eck PILESE Google Brain ( 2K ) AURFFE AGL, 2016 4EMLAEAR B
BT —1% 4 Magenta [IFTF5E /N, FE SRR BRAR TR 2% 2 BOR R il VE Rk A& 2R o
FEHE, BT R 15 AR A e AR RS

1E 20 2 KM 21 H209], Alex Graves 7E{H FE IR M 26 A= iU 51 ECE J5 RIS T S22 i 61
PETAE, Rl fhAr 2013 4F0) TAE, IR ZE Ml r B (AR (] 51K 06 PR G 25 B N 45 i T2 i
EMAERTEEDL, ANANXE— DS, CTEIRAERE %], 2 R4 1A~ B
Hid, BRI EE X — ML EE R s R TIRA4ER, I HAEFRIFIRIT A Keras B AR LA
THEM R, Graves 1 2013 4F FAERITENAN S 2% arXiv EY LaTeX SCIFHER 17— 282600
RIS A A R T PRI e s T s JUERZ G, FRATR X e
HERAEHLT 248K, (A7 2400 E 3] Graves (U7, ARMEA = e & 19 nl gE MRS it 32
FA K

MIABLAIG , PEIAPIZE [ 28 Epk T 0 FH T AR AR A Xl ARl RS AE . 1B A R A3
Tit. BEEAEHTRIERZRIA, SR b E kR,

8.1.2 wnfaJ4 R =5 E#E

FHUREE 2% 2] A il A0 B0 38 7k, i (i T A b I e A, IIZ—A4 %% (Gl
HORIEIPN 2 28 B AR I 25 ) SR T P ) b T ORI — A s MR, BN, gh ek A
the cat is on the ma, YIZRMLRTN HAR ¢, BN —DF4F. SATHAABSCAREIER—FE, #Ri2
(token ) i RS FAT, A HTHAPRIC, BEUEXT T — A FrRic ML A T AR 0 A o] 1 2%
FRVEIE S HREY (language model ), 15 5 ARSI HE 2115 5 HBEZSI8) (latent space ), RIiE
BB ERT

— BYIGRLF T~ EFHA, gha] LA SRAE (sample, BIZERCHTFA ). 14580 Hhdy
A— NGRSO TR H8 [ BIEH83E (conditioning data ) ], ZRAIA: j F — N FAF 8 —4
g (FZEATLAREAE 2 mil ), SRJEHAE i i 20 AZdE T, I REE X —id
UL 8-1), XAEIAT A R AR TS, XS e 8 S e T REAYI 40 i 2548, &
MEAEBEE)FILFEMRE. ARG, RATH SR LSTM )2, 10 Hfi A SC
ATERP I N NPT A7, RIS AR A BUEE N+ 14T BN g 2 )
FIA AT RERFAF softmax, 138 T — DM FAFRIMERMG . X4 LSTM IEFFRHMEZIESIE
A ( character-level neural language model ).

D 2L Alex Graves T 2013 4F &MY L “Generating sequences with recurrent neural networks”
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R XA
e A4
oA WA 7 T SRR

The cat sat on the m ——»| {E =i ‘—* II II —| REEENE — a

[ /

The cat sat on the ma —| 1557 i—* II II —| CREERNE —— t
| |

hill3

J

P 8-1 I H RRLEA A A OO RS

8.1.3 RERMIEEML

HERCARE, ARl T — AT R OCE R, PP TR R R ESRAE (greedy sampling ),
SRR LR REVER K T — 4T (HRX M A SR B EE N . ATl 458, BiXE
AMEIEETIIE T o — P A RO 7 PR 0T RS S A E . FERFE R AREHLYE, P
MF — AR REAR S A T TR . X UAERENLSRA¥F ( stochastic sampling, stochasticity 7FiX
AR CBEHL” B ), FERXFMEAL S, AREBAEER, WU AR e BIEER
0.3, IBANREA 30% RIMERER Y . A, PR AT DIR A — RS0 A i A TR
BB FAF MRS 1, HAB A FAF R AR 2 0

AR softmax it HEA T SRR —FPR IS Wb B 1, B ] DATE S SR A
FIAE WA, AR A R A R4+, 1 FAA B2 28U T iscm i . I
KAGIE FLAFAE B ], IR B A M. (R AP AT — AR, SR B AR R A A
ToikAEHIREAL R K /N

T AT EEA —E LT 25— A ] F——2lRENLR AR, B A S A v
BN — D745, AP R, XA REARERKWBEILYE, Ba)iivl, Rt
oM BARKIIE. YR, EASEBUEMABRNNE . HRE I — o ——0 8 R
T RFEBA A BUT A @A N ZS, EIA AR BEALYE, BIAR R F 850 A B e/ MR
ST RS (RIRERY softmax BRI 19534 ) THEEATOREE, X PRSI Z TR] A —
Al s, (B2, A V2 HA ] A EORECE /N, R ) BE A SRR — T o B/
FE T DAL AR B 91 ELAT SRl 0 (R 28548 ( PRI UE AT e R B LS ), 1 SR A 2 15 2 B
HNEOR G RIS TS . AR A AT SR AN, 7R AR B AR R R AN [ B BE AL
KN ESRAF L o FRATASE R U 2 A SR AW, T DA R 0, 3R
ITCIE SR A S R 0 7

R TR AR RN RN, FATT5 L A—-4FE softmax iR ( softmax temperature )
28, HTRRREMRS MR, RSN T RS f 2 A NER S EZ 4]
T, 455 —> temperature {H, W IT F) A RER 0 ( BIBT A softmax it )
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BEATEHTIAL, THEAR R — B BB A

RAZEH 8-1 X T AR softmax &, XL A0 3E4 T BB AL

import numpy as np

——> def reweight_distribution(original_distribution, temperature=0.5):
distribution = np.log(original_distribution) / temperature
distribution = np.exp(distribution)
return distribution / np.sum(distribution)

original_distribution EHIZR{EA
AREY—4 Numpy (40, XLEBMREZ
FMET 1, temperature 2 — 4

EF, ATESHAALESHEE

B i L Ao 3 (0 B R SR A, 23 A I R OB L SNG4 A 9 A O
1T SEEARR 38 BT 7 /N AL, LA R SR F90 4 26 it ( LI 8-2).

REIFEIR DB EMMNEHER.
distribution FYKFNAIREN B S
F1, BEFEEEBRLUOKA, UL
BEIFMD

R =0.01 IE =0.2 HE =04
%u
i o
JC
=
<]
HE .
L:%_‘i

LR (FI)

i =0.6 % =0.8 i =1.0

03]
02| 02|
o o
005 o & O g O oL,

K 8-2 XA — AR BEA T AN A BRI . AR = SEAfSE , S AR = BRI

3

oo

8.1.4 SLIIZFEFRAY LSTM KA Y

T Keras R SCBUK LA o 15 5T 2T I T2 1 S BB A R SO B . FRATTAT L
T MER BRI — DA ARSI —— TR (FRFRE ) 55 ARG E R A —2ek
at, AR 19 AR TERPT 25, SRR O 2RI S, R, FRATE 2 T R F A
BURFIE BT TR 05 A RURS A AR, AN 5 T3 14 AR
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1. ERHUIE
HC T REGERL, IR AN
RADE R 8-2 N EIFRATHI i SCA LA

import keras
import numpy as np

path = keras.utils.get_file(
'nietzsche.txt"',
origin='https://s3.amazonaws.com/text-datasets/nietzsche.txt")
text = open(path) .read().lower ()
print ('Corpus length:', len(text))

BTok, FATERBKE N maxlen KPS (X LEF 90 Z [AFFAER /> HE ), X EATE
one-hotﬁﬁ%, “J:/I% :J’T@,ﬁjﬁszﬁtj\j (sequences, maxlen, unique_characters) EI’J Qﬁ
Numpy $t2H . SULFn, FATETEMES DA vy, P EEX N HbR, RITER— D
By s 2 )5 B 745 (2347 one-hot £ ).

KHZE L 8-3 WA 7a m ik
maxlen = 60 <— $ZBY 60 NFEFILAMRBIFT

step = 3 <— B INFHFRE—NHFT
sentences = [] <— REFRIEFS
next_chars = [] <— REBHFE EIT—1FF)
for i in range(0, len(text) - maxlen, step):

sentences.append (text[i: 1 + maxlen])
next_chars.append (text [1 + maxlen])

print ('Number of sequences:', len(sentences))

. N — T, fHE—
chars = sorted(list(set(text))) <— IBRFHE—FFFHERTIR = RS e S
print ('Unique characters:', len(chars))

R . . . ha: \
char_indices = dict((char, chars.index(char)) for char in chars) # chars HAYES|
print ('Vectorization...")

x = np.zeros((len(sentences), maxlen, len(chars)), dtype=np.bool)

vy = np.zeros((len(sentences), len(chars)), dtype=np.bool)

for i, sentence in enumerate (sentences) : 14 F FF one-hot #RA% Ky
for t, char in enumerate (sentence) : TR

x[i, t, char_indices|[char]] =1

yv[i, char_indices[next_chars[i]]] 1

2. ML

XA — A2 LsTM, SR JE—> Dense ZMER AN T AT AT RE A5 softmax, {HE
TR, VR RRZ 2K ISR P FNEE A B ME— vk, S5l O UE B — 4G A e I 45t mT LA
BT A0S A
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RADER 8-4 I THI N PRI HZ LSTM i

from keras import layers

model = keras.models.Sequential ()
model .add (layers.LSTM (128, input_shape=(maxlen, len(chars))))
model.add(layers.Dense(len(chars), activation='softmax'))

H#r 22833 one-hot ZwfB ), A AV AT 2 fd ] categorical _crossentropy R
N

KHIBEE 8-5 HiRlgwIEN &
optimizer = keras.optimizers.RMSprop (lr=0.01)
model .compile (loss="'categorical_crossentropy', optimizer=optimizer)

3. NMEGESRBEF MNP XA

S — D UNGRAF AR — R SO R B, AT LAGE i 152 AR BRVER AR OB Y SOAR

(1) ZE B AR SOA, IR A 3 T — N AF IR RS04

(2) HREIHEANUR LRSS HEA T HB AL .

(3) MRIEEHIAUS 534X T — D FARFEA TR LR AL o

(4) BB A e AR R

T AMRAS R RIS RS B Y S G MR 0 A A TEORTINAL, IF Nl — DR G| [ SRR
# ( sampling function ) ],

REDER 8-6  ZEM T, RAE T — A FAT I PREL

def sample(preds, temperature=1.0):
preds = np.asarray (preds) .astype('float64"')
preds = np.log(preds) / temperature
exp_preds = np.exp (preds)
preds = exp_preds / np.sum(exp_preds)
probas = np.random.multinomial (1, preds, 1)
return np.argmax (probas)

BRJE, R X AMEE S INGRI A OO o TR I oA — 2R AN ] it E (R A A
A EAEFRATATLIE S, BEERISL, AR SCA AR AL, LRGSR SRR Y 20

RAGES 87 AL MAEH

import random

import sys FHE A% 60

for epoch in range(1l, 60): PRI HHE £
print ('epoch', epoch) Ba&—k
model.fit(x, y, batch_size=128, epochs=1)
start_index = random.randint (0, len(text) - maxlen - 1)

BEALIERE— AT

generated_text = text[start_index: start_index + maxlen]
print ('--- Generating with seed: "' + generated_text + '"')
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for temperature in [0.2, 0.5, 1.0, 1.2]: . _
print ('------ temperature:', temperature) ZR—RIITEH
sys.stdout.write (generated_text) REEBE

for i in range(400) :

MHFZ sampled = np.zeros((1l, maxlen, len(chars)))

x I ﬂlﬁ, for t, char in enumerate (generated_text) : *t B AT B F T
4 5% 400 sampled [0, t, char_indices[char]] = 1. one-hot 4##3

PR

preds = model.predict (sampled, verbose=0) [0]
next_index = sample(preds, temperature) ST —NFEFFH TR
next_char = chars[next_index]

generated_text += next_char
generated_text = generated_text[1l:]

sys.stdout.write (next_char)

X HLFRATIE FH A BEAILAP T SCA & new faculty, and the jubilation reached its climax when kant,
55 20 %20, temperature=0.2 BN N FR, MERMEALA LI A 582 U088,

new faculty, and the jubilation reached its climax when kant and such a man in the
same time the spirit of the surely and the such the such

as a man is the sunligh and subject the present to the superiority of the special
pain the most man and strange the subjection of the

special conscience the special and nature and such men the subjection of the
special men, the most surely the subjection of the special

intellect of the subjection of the same things and

temperature=0.5 FJZERATTF PR,

new faculty, and the jubilation reached its climax when kant in the eterned and such
man as it's also become himself the condition of the

experience of off the basis the superiory and the special morty of the strength, in
the langus, as which the same time life and "even who

discless the mankind, with a subject and fact all you have to be the stand

and lave no comes a troveration of the man and surely the

conscience the superiority, and when one must be w

temperature=1.0 LSRN IR,

new faculty, and the jubilation reached its climax when kant, as a
periliting of manner to all definites and transpects it it so

hicable and ont him artiar resull

too such as i1f ever the proping to makes as cnecience. to been juden,
all every could coldiciousnike hother aw passife, the plies like

which might thiod was account, indifferent germin, that everythery
certain destrution, intellect into the deteriorablen origin of moralian,
and a lessority o

5560 Fei, MIRIE LR aeUsl, SCRBREREMER . ) temperature=0.2 55
WFHR,

cheerfulness, friendliness and kindness of a heart are the sense of the
spirit is a man with the sense of the sense of the world of the
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self-end and self-concerning the subjection of the strengthorixes--the
subjection of the subjection of the subjection of the

self-concerning the feelings in the superiority in the subjection of the
subjection of the spirit isn't to be a man of the sense of the
subjection and said to the strength of the sense of the

temperature=0.5 ZERUATTF IR,

cheerfulness, friendliness and kindness of a heart are the part of the soul
who have been the art of the philosophers, and which the one

won't say, which is it the higher the and with religion of the frences.

the life of the spirit among the most continuess of the

strengther of the sense the conscience of men of precisely before enough
presumption, and can mankind, and something the conceptions, the

subjection of the sense and suffering and the

temperature=1.0 FJZEHRATT R,

cheerfulness, friendliness and kindness of a heart are spiritual by the
ciuture for the

entalled is, he astraged, or errors to our you idstood--and it needs,
to think by spars to whole the amvives of the newoatly, prefectly
raals! it was

name, for example but voludd atu-especity"--or rank onee, or even all
"solett increessic of the world and

implussional tragedy experience, transf, or insiderar,--must hast

if desires of the strubction is be stronges

AT UL, AN R R 25 75 30 A ot 2 A TR 0N (%) SCAS ALy el A i B, R
A AR ELE B SRR ( BRIREE R AT R ). B IR AR ORER, AE RA SCAR
ARG A B R, B A QG A S A ] WA LA TR (B
1 eterned Fll troveration ), X THARMMREEE, JRifi=lIrih o0 fi, o Buinl B R A5 1 bl
HLAAAF R . ZT08EN], TERXAMFEMIRE T, 0.5 BREEA R XA A, —e 226l
ZFRFERNG | R 2S5 SREYLYEZ ], I B - frReie i kA ln P e & AR

W, FIHEZWEIRINZG— S RER, JE HIIZRTRE R, A AR 2t T
URERAKEET | HES, (2, ANERFRE A R A B LB, BRAEZRMAR RSN
PR H 2 A GE TR P X AR R TR A, AN BRIRE: 56 T2 A0 0 5 )7 B , 1B
B PE BV EE, (5 RMANESEERENSEITTERA X0, A TRRXFIX G|, 3K
TPRE —ABAREEK: RAKRE S RES B A R il 5, SRS AL R o B 3 15 i
BIIREE, IBAas kA A7 EERBAE L, BASHAEMNENSITENE, AT
G RIAIBRE > — B F AR

8.1.5 Ih\&5

Q FATAT LA BB O e p Bt , HO7 k02 g AT AIARIC, I Zh— MR AR B 4 T
K — P ZRT.
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Q XT3RS, XA AEIE S AREY BT DR IRy, Wl R TR

Q X —FRCHEA TR, R BRI W 5 5 A BRI 2 8] 541 .

Q b F A [ LAY —Fh 5 2 ] softmax R, —E B MARRRE, DIHRAS
& IR~

8.2 DeepDream

DeepDream J&—F EARPEREGIEMEA , BRI T HERMZ M4 222 /R . DeepDream
i Google T 2015 FE R IR & A, i Caffe IR 24> PR 5 52 B ( 24 B} L TensorFlow Y1
WATFRATERILNH ). ©ERITER E5 IR T2, BN TE R ELI IR (i
[’ 8-3), EMGHsti AR w5 . SR ERMIRES . X2 DeepDream 5 FHA 25 4
257 ImageNet FUNZRMIRITER, K4 ImageNet Hf A1 IFE AR £

*

[€] 8-3  DeepDream 4t % 7 151]

DeepDream 5.9 555 5 T2 23 4 AR 20 0 28 L i 2% nT AL B AR TL-F- A IA], #BJ2 S 1181 T
— DR XA R 28 I 2% ()4 ABBORE BE LT, DU S B 28 I 28 S TR A JE— =
FHEAN 1 8 2R e K AL . DeepDream i F T AH[A AR, (HA LA X LA ER Y X 50

(D £ Alexander Mordvintsev, Christopher Olah 1 Mike Tyka - 2015 4F 7 A 1 H¥E Google Research Blog | % %11

I “DeepDream: a code example for visualizing neural networks”
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Q f# ] DeepDream, A 12200 Ui 206 ki, A2 — 2 B0E ok,
AR E R BRR RERRAE  AT A TR A —

Q NEMNE R BERUE A M AR A TGS, T2 N BRI, BRI RT ™ A= i UR
BRI C A ML, IR LARER Z AR 0 7 =0 GOt = i .

O iy ARG RAEART R E [ MAVEJ\E (octave ) ] FRFFALBRAY , 3 AT AHR = nT AL B B &

A kA ii—2E DeepDream K14,

8.2.1 H Keras 32I} DeepDream

FATEE N —7F ImageNet b FIZREFIIZ ML TG . Keras A VFZ X B IMZ
M4 : VGG16, VGG19, Xception, ResNet50 45, FATn] LIHH A A —A K2 DeepDream,
{RFRATTEBE 1A R 28 I 2 23 2 Ml PTAAL P RICR, , TR R AN [ () 46 FH b 28 I 2 By 22 2R R) 7Y
FHE . FeWl & AT ) DeepDream i FH BB AR £8P 26 J&— 1> Inception B8, FESCERH, Af1E
221138 Inception BEMS A B SE 1Y DeepDream [E14, T LAFRA T fd H Keras PJE [ Inception V3
AL

KESEER 8-8 kI Zk [ Inception V3 £l

from keras.applications import inception_v3 BMAEENGER, FLUXAGS
ZK y

(Mt

SERRBSINGAXIRE

from keras import backend as K

K.set_learning_phase(0) <

model = inception_v3.InceptionV3 (weights='imagenet',
include_top=False)

HERNEIEEEEEM Inception V3
4%, 1% F I 2 B9 ImageNet 1 &
SkmEER

Tk, FATZFIRE (loss), BFEHE EIhid i b S it fE50 5 S g
el A, FA TR R —E R g i ERoR . X H, BATZRZAZ AL iE
BB R o . HAORE, e % — 258 T THUAR ) 2 0 /Y L2 YU B AT AR AL, 48
JEAs R R AL . SEFEIRLE SR (LA DO e A0 R RO BTk ) %) A i) T AR A SR AR
Pt AFA 1A B L S B RO AR 5 T LA . SRR R A2 A iR LA (BT 58, T B S AT TR Y
JEAE LI R RS 28 ImageNet 28501 ( LUANSS B ) YIS, FRATRBERLSE 4 219
PoE, (ARG —EZHRRZ AR IBCE

KAES;E 5% 8-9 X E DeepDream fir &

layer_contributions = {

‘mixed2': 0.2, RN FHEEN BRI H—NRY, IVMRBEE
'‘mixed3': 3., RNZBEUERER KUHRERNTEA DN, 5,
'mixed4 ' :

. 2e B & IRE RSN E K Inception V3 LA . AL
'mixed5': 1.5, g model . summary () FtH iR H &R
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HToR, BADRE L—DRGHKMNKE, SRR 8-9 2 s 1y L2 JE4iin
BORFI

REDEE 8-10 & Xy Em RAL R R

HE—FH, HEROBIR
RRE 9 R SEA)

layer_dict = dict([(layer.name, layer) for layer in model.layers])

loss = K.variable(0.) <— fERNRARIERNFAFMEIX MABERS
for layer_name in layer_contributions:

coeff = layer_contributions[layer_name]

activation = layer_dict[layer_name].output <—— RENE RO

scaling = K.prod(K.cast (K.shape (activation), 'float32'))
loss += coeff * K.sum(K.square(activation[:, 2: -2, 2: -2, :1)) / scaling

% BAFERI L2 SEHURNE] loss A,
ATEREHIORAE, BEPRE
SIEBRNEE
Tk B LT
REGER 8-11 M e
dream = model.input <— XNKERTFREERNEE, BFERE

grads = K.gradients(loss, dream)[0] <— {HEREENTZIEEIGHHEE

grads /= K.maximum(K.mean (K.abs (grads)), le-7) <— ¥#HEIMENL (EEHRIT)
outputs = [loss, grads]
fetch_loss_and_grads = K.function([dream], outputs) BE—KMEEIG, &2
et L B s () — Keras &R #13R 3% BUI5R
ef eval_loss_and_grads (x) : .

outs = fetch_loss_and_grads([x]) KIEFBBEE

loss_value = outs[0]
grad_values = outs[1]
return loss_value, grad_values

def gradient_ascent (x, iterations, step, max_loss=None) :
for 1 in range(iterations) :
loss_value, grad_values = eval_loss_and_grads (x)

if max_loss is not None and loss_value > max_loss: XN REIE]T iterations
break IRKEE EF
print ('...Loss value at', i, ':', loss_value)
x += step * grad_values
return x

B RS PRAY DeepDream 5k, 145G, ARG X— 113K, HUA L& A=A BE R A Y
RE (m)\E ). BAESMNRIEHGEAT— DI 1445 (K 40% ), BIE ek BUNEE, SR
JRIZEHHER BRI (UL 8-4 ),
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®
(020}
o

A\

24\ Y
FIA N E

[#] 8-4 DeepDream i f2: 75 [AIALFERBEEMFELOR (B ) SHORR S BEALY

XTRAELERNEE, Wi/, AT 2 S iR s TR BT, LMERR: 2 Al
RE XA . BRIGEAT SR M2 R, KRR EIRIEOR 40%.

TER PRSI R Z)n (FR 2B B SRR ), R R ERA Y, ATn]
DA — MRS . BUORZ R, B Z R BT B ARG b ka4,
PR BT A B P A5OROR B A R R A AR T 4 — DBV RGE S Fl—4 4%
REGEMERST L, ARA] AR I PR IO IR L SR UG RO/ R Sy S Z 81 DX
AP RT PAE BRI S B L ARk

RIDER 8-12 (EZANELNUE BaatrphE BT

X LBSE, AL BELEANSK
BRIFEIHER BITHRE EFAH
1mport numpy as np Rfﬁ’l\ﬁﬁ
step = 0.01 ARE Z 8/
num_octave = 3 K45 EEMRELEIT
octave_scale = 1.4 BE EHANEH
iterations = 20 <
max_loss = 10. <— WMRBKIEKREIAT 10, HNEFEHE EFADIE, UBRBEIHBERAR
base_image_path = '...' <— BN T EENAREERNEIRIEEE

BEREGMER— Numpy #4

img = preprocess_image (base_image_path) j
OXNERBAERGEE 8-13 HEN)

original_shape = img.shape[1l:3]

successive_shapes = [original_shape]
for i in range(l, num_octave): EZE—IEERTAEAR
shape = tuple([int(dim / (octave_scale ** 1i)) WEE, EEXT BT

for dim in original_shape])
successive_shapes.append (shape)

ELANTERE
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successive_shapes =

original_img = np.copy (img)
shrunk_original_img = resize_img(img,

for shape in successive_shapes:

successive_shapes(::

L o | eRRTIRRS, TR
successive_shapes[0]) 15 & 1% Numpy 24889
KNGERE &R INRT

print ('Processing image shape', shape)

img = resize_img(img, shape) <— FEEIGHK

img = gradient_ascent (img, . N

iterations=iterations, o RIAE R BB R A
BITHE EFH, WA, TATEGEEL
B E step=step, , ERRRF 3

HEBHE max_loss=max_loss)

upscaled_shrunk_original_img = resize_img(shrunk_original_img, shape) <+

same_size_original =
lost_detail =

img += lost_detail
shrunk_original_img =
save_img (img,

resize_img (or

save_img (img,

EXPMRT EHEES
Bl s RERAK

= e Aw S T TR e )
KM% SN SciPy

fname="'final_dream.png')

resize_img(original_img,
same_size_original - upscaled_shrunk_original_img

fname="'dream_at_scale_

AT ALY Numpy il B R %L

shape)
<G

iginal_img, shape)
' + str(shape) + '.png')
HBERNETEFREAN
FBIEE G
ZEMENRRERAK
HIEh R KBIMATS

HIREMAFR ] LA Hik

RIDEE 8-13 PR

import scipy
from keras.preprocessing import image

def resize_img(img, size):
img = np.copy (img)
factors = (1,
float (sizel0]
float (sizell]
1)
return scipy.ndimage.zoom (img,
def save_img(img, fname) :
pil_img =

scipy.misc.imsave (fname, pil_img)

def preprocess_image (image_path) :
img = image.load_img(image_pathqw
img = image.img_to_array (img)
img = np.expand_dims (img, axis=0)
img = inception_v3.preprocess_input

return img

factors,

/ img.shape([1l],
/ img.shape([2],

order=1)

deprocess_image (np.copy (img) )

BRARK, ATITHAERSG. (EEGXNMARIEEE
AR A Inception V3 HERIBEE AL IEAISKE

(img)
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def deprocess_image(x): <— BRRH, F— I KEHIEIEHER

if K.image_data_format () == 'channels_first':
x.reshape ((3, x.shapel[2], x.shapel[3]))
x.transpose((1, 2, 0)

X

x
else:

x x.reshape ((x.shapel[l], x.shapel[2], 3))
% /= 2 %t inception_v3.preprocess_input

x += 0.5 FR A TRALER 1T = [e) 3321
x *= 255.

x = np.clip(x, 0, 255).astype('uint8")

return x

EE B A R% Inception V3 M &9 25375 RF 4 299 x 299 49 B P a9 A, o Likid A2 %
EAE R TR %, PTvA DeepDream 52 FLAE R <F 4T 300 x 300 F= 400 x 400 Z Ja] ¢4 E 1%
LR FAF LR BREEH, RAET AT R Ao AT A 0 B AR L Z AT
G RAG

IR B IR A 2 AE TH A LTS R Google A Fel Z [B] 1)/ L _EFAHE AT, FRATTAX 7K B 715 21 1)
DeepDream F{E AN 8-5 iR .

- = S NAE A, vy
e R T
Ea o : .y };ﬁwmeu -i' )
g A TR Y ARE D “ak .
= i e < i

& 8-5 fE/nfilE{4 3217 DeepDream 1815

FATRZAE BRI T AERUR P RZ , NIRRT Z T AR . Mg b EREir
RS E R . AR RN, SR E R ERRTGE LMK T4 T
B2 RENE TS B T2 2 PUN Mo [ 58, X BB (K 202 56 T ImageNet i WLAXT 4, Ho
ARHG . 2B, RATLIBENLAE A 1ayer_contributions FHAPSEL, MIMPUEHERZFIA
FZA A XF—ak A SRS RIS, K 8-6 45 T A AR 1 2 Be & fir A5 21 ) — R 571
LT
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& 8-6 TE—ikanfilEUE 24— & %1 DeepDream it

8.2.2 Ih&E
Q DeepDream R B2 I A8 17— DM SFRMIZE LS, 56T /2827 B R ok AL U A o
Q R ZERORARAT R, AT SE Tl i R L TR RL LS B )= T35 A iR SE D R
Q EE, XS R AR BR T EERR £ IR IR T2 4 . Bl LS TR |
FORFHEZNE .

8.3 AR I&TH _

% DeepDream Z Ak, TR 2% 2] WK 3l KGAE B o) — I 8 K 2 2 XA TR (neural
style transfer ), ‘B H{ Leon Gatys 25 AT 2015 4E 5 R4 . © B BB LK, MUk EBE
kg rir it HRTAE 2R, i HIE I AL 2 R Re LR A . R TR

D £ Leon A. Gatys., Alexander S. Ecker I Matthias Bethge T 2015 4F- & & W 3 FE “A neural algorithm of artistic style”
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FUEDL, AR S A eSO IA R T
M2 WA TR M 2% BRI WS BT T AR IER, RO B BRI R AN A 1 8-7
T,

F Rz BERM 41 RO

K 8-7 — AR R <]

TEYRTESE T, KUAE (style) S48 ER PR 25 0 ROE RS0, Bl ld %, AR
(content ) A FIRAY SR MEH o 280015, (EIE] 8-7 h (JHENIZH EEUL SCRRES - A
1 CRD)), R ERTEERIPHETEREE, 11 Tibingen (TR ) A h i@ INBEENE

IR X —AE 5 SO A U AR B DA G, 7 2015 AT A M2 KMGE RS 2 T, 1X—
RER E 2 RS AE BRSUSA B IS A D s o (HFSEN], 5 Z ATyt AL s BoR 528
HALE, HETIRIEE S~ M XM B S R B A R e TE SR LAY, I b 7e Tt AL i s
RIS R TN %

LB RS T I B SR 5 T TR 2 S R A D B — Y . 5 L — K bR
HORSGE RSB BbR, SRR IR R/ ME. RAEARZ SN Bhnttta, w2 frer
IR RN A, IR IS H RS . WEPRFATREMS A5y La43 I B MRS E L,
IR 23AT — A3 B AR R (AR s ), A R A T fe /MK

loss = distance(style(reference_image) - style(generated_image)) +
distance (content (original_image) - content (generated_image))

XH Y distance BE—TEEREL, L2 fE4L; content JE2— 1 pREL, fit A—3k &l
B, HHEIHABNERR; style B— R FA—KER, HHE XIS MERR, ¥
JX/I\TJﬁgiHEi/J\ ﬂ(,, %’fjii’fgj" style (generated_image) f%)&f[: style(reference_image) .
content (generated_image) #iE T content (generated_image), MIIZILIRATE LY
A& LR .

Gatys 5 AR | —MREHEZIWELER, PR RGP MR8 MECE 1E L style
il content PIAEREL, RATEE— T 4o E o

8.3.1 ARk

UNPRFFAN, 265 B SRR A ) SRS A0 35 6 TR BB AR S, i o Sl TOU 4 J= U 0 35 B
MER. EAMRIEE . BRI R AR Z B 5 —FJr X T RN AR R 2
AR LR Pk, EHRAN AR R AR, FA A B REE ot Bl 42 o 45 B
FETHAR A2 B 2R BT 2 31
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P, AR B — R EF A e e R PGS Z B L2 Yk, — s R ISR
R 2 0 245 B S TR A AL R A H SRR LSS BRSSO — T 2 R — R e A A 4 L
IRARIRREE . X AT RMIIE, S TARAZ Bk, AR 550 FARIEISE EARARARLL
RV 22 W 268 BESE TR I 2 B2 A RN ES , IR 23X R 5 ] URAEIEIR NS .

8.3.2 Mgk

WA AT T — N ESETA)Z, [H Gatys 28 AE S IXURS 1512 i 1 T 25 R ph 445 9
I ZAZ . FRATTAE N 206 R 28 I 45 76 U S 28 MR BT A 2 o] RUBE B4R B AMIL, AN
AURTER— B o X T RAEHE, Gatys % A T2 B0E A& R 48 FEFF ( Gram matrix ),
RIS — R AE A AR 3> AR AT LAY B A IR 75 12 2 R M 22 TR B DG 2R A B If o 3ok SEARAAE
FHE DGR IE TERrE 25 R PR G, IS FoRFE, BRI T AR k5]
ARSI
PR, XU 526 1 H R TE XS 2% BUR 5 A2 iUEMR Z 8], FEAS IR0 2 3800 N ORAE ALY
WEBAHEOCR . Sk, XARIE T FE RS S 7% EUS 5 AR MR Z 0], AN [R) 2 ] RUBE % 21 (14 Se 8
AR
IS =z, AR LA N 2R 06 B 28 I 2R e SC— AT LU Rl i ok
Q 75 H s N A EGORA BURHR Z TR R U B 205 . AR IR R N2 . BRI
ML NZRER BB BEREHGA A G S AR R N 2
Q FEEAR)Z A S 2 s AR IR E X & (correlation ), MIMTBERS IR B AUAS . E
TEAH B R B 28R (texture ), Az BRGNS S5 MR AE AN [R] 1 23 [A] RUEE )
ZEAME RS,
TR, AR Keras 528 2015 4R R in M Kbg BB A . IR ER], BES5 BT
43 1) DeepDream 5% LA VP2 AR Z 4k

8.3.3 H Keras SLIHZ X811

W2 RN RS 1T L FHATAR] 0000 2435 B 22 I 26 R S . FRATT5 U i T Gaty's 25 A 0F {6 P
B VGG19 M4, VGG19 245 5 B VGG16 P4 IR BASA, #in 7 =M EHE.

P2 WA TR B — B AR A T o

(1) QUM% , EREBRIEHTE RIS HZEG . BisEUEFAERIEE T VGG19 JZ30E .

(2) X =5k EUR L3 2 305 R L Z AU R pR A, N T SCBIXAG 1T RS, e

AP R EURIME

(3) BEMLE TR AR XA R R ML

FATE Fok o LA S EGR H AR UG AR . O T DA B 5 0 G ELAT AL R
(AR EUE RS 22 AR K, S KA TR AR M RIME ), 5 75 20K T BRI = B 4Ly
400 12 %
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KEBER 8-14 & XWIhHAR it

from keras.preprocessing.image import load_img, img_to_array

target_image_path = 'img/portrait.jpg' <—— EETHEIRIZEZ
style_reference_image_path = 'img/transfer_style_reference.jpg' <+—— RIEGEIGHIIZRI

width, height = load_img(target_image_path) .size
img_height = 400 & R EIRHR T
img_width = int (width * img_height / height)

A LB R, TH T X VGG19 BRI 2 1 UG AT I . TAL BN
ﬂ}EO

KB R 8-15 il phidk

import numpy as np
from keras.applications import vggl9

def preprocess_image (image_path) :
img = load_img (image_path, target_size=(img_height, img_width))
img = img_to_array (img)
img = np.expand_dims (img, axis=0)
img = vggl9.preprocess_input (img)
return img

def deprocess_image (x) :
x[:, =, 0] += 103.939 vggl9.preprocess_input BI{EM B % ImageNet B F1& E1E,

[+, :, 1] += 116.779 . - w . rim
i[ L1, 2] i: 123.68 fEEFILH 0. XEHYT vagly.preprocess_input HiE#R(E
x =x[:, :, ::-1] < N
x = np.clip(x, 0, 255).astype('uint8") 1§ ERH BGR A3 5%k RGB 1. X2
return x vggl9.preprocess_input JER{ER—ERH

THEMHE VGG19 P&, BRI =ik R AR, = 5kIEIG B AU S5 K14
FAR R — A TR A MR T 24 o i AT — S ikd, ERYME i ZME Numpy 5K
AL XS G AR GAREALR, HIEEH] K. constant K X, (HA IEE )
o (A P 6 5 (B2 B T [ TS

REDES 8-16 AP VGG19 W%, IR T =k K%
from keras import backend as K XA EMFATF
REEREE

target_image = K.constant (preprocess_image (target_image_path))
style_reference_image = K.constant (preprocess_image (style_reference_image_path))
combination_image = K.placeholder ((1l, img_height, img_width, 3))

input_tensor = K.concatenate([target_image,
style_reference_image, B=skEgEHA—DIitE
combination_image], axis=0)

model = vggl9.VGG19 (input_tensor=input_tensor, FIH = 3 EIR B R A BV RN
weights="'imagenet"', AR VGG K. iR

include_top=False) .
print ('Model loaded.') A FIZRAY ImageNet 1 E



83 AZENA&ITH 245

Tl PR LA, B BRAIE F AR R RIA BUERAE VGG 19 R R 2% ) T = HATAH
LES R

RAZER 8-17 NAEME
def content_loss(base, combination) :
return K.sum(K.square (combination - base))

TR NRERR o B — N B R R T R AT R AOMS RO A, B R R i A
HAHE G R LR .

RAZEER 8-18  KAg
def gram_matrix(x):
features = K.batch_flatten (K.permute_dimensions(x, (2, 0, 1)))
gram = K.dot (features, K.transpose(features))
return gram

def style_loss(style, combination):
S = gram_matrix(style)
C = gram_matrix(combination)
channels = 3
size = img_height * img_width
return K.sum(K.square(S - C)) / (4. * (channels ** 2) * (size ** 2))

BT XA R, AT ERINGE = 1——R 3 &Lk (total variation loss ), B XA
A G IR R TEAE . B AR sG22Il a5 Rt R Rk, IR
A] LK R AR R E AR % o

RADE R 8-19 MRk
def total_variation_loss(X):
a = K.square(

x[:, :img_height - 1, :img_width - 1, :] -
x[:, 1:, :img_width - 1, :])

b = K.square(
x[:, :img_height - 1, :img_width - 1, :] -
x[:, :img_height - 1, 1:, :1)

return K.sum(K.pow(a + b, 1.25))

BATTF B/ MRS = IR AT, S TR A, A1 2l — 5
TFRE)Z, B blockS_conv2 J2; Mkt FRASHIL, FRATFEMH—R5)Z, MEHETZE0E
K2, G TERMEBAEZRL

MR I H R S H B AN ARG, RATREATFE T content_weight REL ( NE
AT BT I ) TRk L ), BB K BN content_weight Frn HARN AT A S 164 UG R
il

RADE R 8-20 & X B d/ MUY F Ak

E:%E’a%ﬁﬂ%’r%ﬁﬁiﬁﬁiﬂ@?—ﬁﬁ

outputs_dict = dict([(layer.name, layer.output) for layer in model.layers])




ANINA target_image_features = layer_features([0, :, :, :]
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content_layer = 'block5_conv2' <+— ATFHRERENE
style_layers = ['blockl_convl',
'block2_convl',
'block3_convl', AFXigIRLHE
'block4_convl!',
'block5_convl!']

total_variation_weight = le-4

style_weight = 1. Rk ER LT E R E
content_weight = 0.025

loss = K.variable(0.) <

EEXIKITEREDE

RMBXMrEEE

layer_features = outputs_dict[content_layer]

NIk combination_features = layer_features([2, :, :, :]

loss += content_weight * content_loss(target_image_features,
combination_features)
for layer_name in style_layers: <

layer_features = outputs_dict[layer_name] wmEABiRER
style_reference_features = layer_features[l, :, :, :] RAgIRE SN2
combination_features = layer_features([2, :, :, :]

sl = style_loss(style_reference_features, combination_features)
loss += (style_weight / len(style_layers)) * sl

loss += total_variation_weight * total_variation_loss (combination_image) ﬂ
AR TERK

BE T BB TR . 7E Gatys S NI, i L-BFGS B ki &b,
BT AR AT B A P X R vk . X EAR B 8.2 7 DeepDream 41|11 = E X ], L-BFGS %
BN ET SciPy i1, {H SciPy S PIAS/INV IR

Q BT SR R VRS B (B A P A Rt ) pR R A

O & Haen T RER MRS e = 4E RS A .

O3B R B IR B AR R AR Y, R 240 B3 Z AR S W AT
X PR R R LRI A T e i a0 2 A%, 8 TRk s, FRATH A —
A% K Evaluator [ Python 2, B 0] LARE SR B AR BE L, 758 — W R T 233 9] 45
KAl FIRTZAMEEHAT T XA,

REDEE 8-21  WELLE T

grads = K.gradients(loss, combination_image) [0] <—— 3REUREMENT4EREIGHEE

fetch_loss_and_grads = K.function([combination_image], [loss, grads])
[EFn

R eS|
class Evaluator (object) : AT EEREE
def __init_ (self): X %% fetch loss_and grads £

self.loss_value = None
self.grads_values = None

Rk, LRAAFBAA R %
VRSRIREUR R FI B, XRHAMNERE
P SciPy L ZRFTE R
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def loss(self, x):
assert self.loss_value is None
x = x.reshape((1, img_height, img_width, 3))
outs = fetch_loss_and_grads([x])
loss_value = outs[0]
grad_values = outs[l].flatten() .astype('float64")
self.loss_value = loss_value
self.grad_values = grad_values
return self.loss_value

def grads(self, x):
assert self.loss_value is not None
grad_values = np.copy (self.grad_values)
self.loss_value = None
self.grad_values = None
return grad_values

evaluator = Evaluator ()

e, ATLAME ] SciPy (9 L-BFGS 5 ikkia A EThid 8, feik i — UGs (U R iR A7
HRTA A AR X LU AUEIR 20 MRBEE ETHEHR ).

RAZER 8-22 KA ITRIEH
from scipy.optimize import fmin_1_bfgs_b
from scipy.misc import imsave
import time

N
result_prefix = 'my_result' X2 IERES:

iterations = 20 HirE1%& EE&RFE, FEA scipy.optimize.
fmin_1 bfgs_b REEAMERFHEE

X = preprocess_image (target_image_path)
x = x.flatten()

for 1 in range(iterations): SHEREGNEREIT
print ('Start of iteration', i) L-BFGS &k, L5+
start_time = time.time() ZRAEIRL S o
Rk ML R,
x, min_val, info = fmin_1_bfgs_b(evaluator.loss, ., N -
N LA B IR E A
fprime=evaluator.grads, THEM B R ERAEA
maxfun=20) BIMAISEIEN
print ('Current loss value:', min_val)

img = x.copy () .reshape( (img_height, img_width, 3))

img = deprocess_image (img)

Ifname = result'_preflx + '_at_iteration_%d.png' % 1 R M ETE R
imsave (fname, img)

print ('Image saved as', fname)

end_time = time.time()

print ('Iteration %d completed in %ds' % (i, end_time - start_time))

PRI R LA INIE] 8-8 [Ir7n o IR, XMPEA T 5 B A AR — MR S sl as R SO,
i E BT . AR KIS 275 IR EAT W A SCB A A B B B AL, JF ENA AR 2
R JZ U TR RE B RN, IR AP A RBCR B . B R TCIE S LB A i RS, e
B — 5 S AR A KRS AR 2 55— b o SRS SO T2 L fF S A0 B, AR G T AT
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WANETETER, XK IR LRI T AR (HIXFh 7 ik S R S e S T B,
FAE R VIGREE, — A/ N PRE A5 U 2 M 45 T DL e it IR, SEBR
AR TR R TT 20, B A A7k, BB IR BT I ()0 — 5K [ 2 R XA =%
FEAE R Z A — SRR, SRS I R ] SRR A5 R 22 I 28 R 2 20 I 2 KUK Y
AR, —BSENZ IR, Xk RS AT AR RS AR R R Y, FURX A/ NG B 22 R 45 1) —
KRR o

8.3.4 INZ

Q WM R AR QI — R R, PR B BARER BN A BRI IE 725 PR A% o

Q YT LA B 22 9 45 B S TR ) JZ2 T i S 21

O AU FT LRI B e 22 00 28 AN ] 2 80 1) PN AR L SC R i $2 31

Q P, BRI LUK KU A Rk o — iRt #e, JFRE) T — I 2R B
LWL I E SCRIFR o

Q WA HEAAR L &, T A VE 28Rt

8.4 HZTHEREF[EXEIR

N EHR A 25 [ R A, IR B 208 R S i A R, X0 H TS A 7T 2 e i
Ui A N TR REN . EA N —45 i, RATE S04 — 28 5 RS A BUA Y = ik
&, SN A PR E LR S EATT, X R AR R T S B4mESEE (VAE,
variational autoencoder ) FI%E BRI ITHTMNLE ( GAN, generative adversarial network ), F&A 13X HLA»
ZMEARRGE T ER, [/ GAN FI VAE i A] UMRE S & . & AR 2 ORI e 0], 1
FESEERT, BAT BRI AR A G, X R RATIX A AR E S

8.4.1 MEGBBEZT B PR

PG A S 1A S e FERE It S R 31— IR ) R B #EZS 18] (latent space, tHJE—NmliE=5[H] ),
A B SR AT DAl R — ki LA SR . BEAS SE B R S A R DAV SR A
Ik — ok G (G E RIS ), UAESERLEE (generator, X T GAN M5 ) aifi#RS8% (decoder,
YT VAE 5 Do — HARE] TR AEAS 0], S0nT DA A R b sl AL X s A7 R A, IF
P 2 R A 0], NI AE BRI B R WA MR (LT 8-9 ),
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R o] R IR X A AE 25 (], GAN Fil VAE JE RIS RI SR m, R SR AR A 25 A
(FF R e VAE ARH GG T 52 ) HoA ARSI AT A2 18], bRy 75 1) s Bl i oA LRy
ARk (UL 8-10 ). GAN ARG AT REAR# @ HL, (HE AT AE =S (6] il RERCAT RAF4h A, W
BoA RIS
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% 8-10 Tom White i i} VAE 2F iy A 14422 i)

8.4.2 [EligmBEHIEISEE

556 A AR AN, RATE LKA THEREE (concept vector ) AL : 4w — R
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VAR 25 (R B — A A ZS 0], 2 8] HR A RE 2 5 1) AT RE s JEU AR Bt vh o BB 0 A Akl . e ange A
6 UG R e 2 ] v, AT REAAAE— DS B R (smile vector ) s, B/ WIRIRAE S 2 SR 5k
NI IR AZIR B AVEAE ST 2+ W2 [ — 5K AR T R IR AR o — B3R T X ) i
ST LA RO ok gt EUR . K BUG I B e s e, F—Fia B U =20k sh o
SR G PR R 2 R s 8] o 78 UG 2 8] Hp AT B 7 i AR A 4 B A A ) i, b AT 3
PR] e 22 % BRI G IS I SR il i) i . R ARG ) B 5 B M LA v L )
8] 8-11 J&—AMUEE ) B A5, B2 H B oG 22 4 2 R R 2F% 24 B i) Tom White %& FRAOHE &
m, HHARES AN EHELE (CelebA £¥aE ) LIZA VAE,

K8-11 sk

8.4.3 THBEmLS

Fl 4l 2 Kingma 1 Welling - 2013 4E 12 § ¥ 55 Rezende. Mohamed Fil Wierstra - 2014
A1 PRI, TR AR, S TR M A TG R AT S . R
— PP B g A R B 2% 2] (AR 5 DU 2 B 7S . F Rt e — P I 2825 A
HH AR A Gy BURAEE (e 25 18], SRS PR Ik

2R B didas i — iR R, i — D g AR L BT s ], RS
P I A S A R A o 5 IR R B AR R S s CULIET 8-12), SR)m, (]S
iy A\ R AE R B B 1 B AR B RN Zx > A g, Wli2di, A gmidass: >0 b5 A
HATE T GBS (ARt s il ) A RS, AT AR B gri e 2 LA
R BRI TE R R oI5l UL DL 2 K A RS R AR 1) I L2 Ainy ( RDRER /3 TTER K 0),
TEXFMEOCT . b AV TR i A B He 4y 58 /0 — AL 15 L

(D &I Diederik P. Kingma #11 Max Welling T* 2013 4F- & A & “Auto-encoding variational bayes”
(@ %L Danilo Jimenez Rezende. Shakir Mohamed #1 Daan Wierstra J~ 2014 4 & # 1 3 “Stochastic backpropagation
and approximate inference in deep generative models” .
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JEAREA x EfwEoR g AL i)
HAX!

F8-12 FZRIGES: KA x WU NIRARRIR , SRI5 FRREH#RD 5

TESCE T, XRhZ L A g i fe A 2 2R A s BA RIS R E 1, BN
AXEAE N DR I, ENTE 28R Bl 1. B2, VAE [0 A 9 isim 17— sigeit
JiEi:, JOfTHAAR TSN | AL ROIEEAS (] XS VAE CRCH EHRAE U5 R T B

VAE AN S i A PG T 208 AT 7 2 1) T ) [ 7 2y, I PR R B O e i A B2
RISP-EERTT 220 A EAR YL, X ERE A B A B BOE h Geitad R 2L sy, 7 20 it 01 A
i B N % X — i B BERLYE . SRS, VAE i RSP E R 281X PS80k M43 A7 v B
PLREE AR, IR oR MR R A (UK 8-13 ). XA R A BENLIE B 1 AR
P, 30 TR 5 0] AT (2 AR AT B SCR o, RIPERAE 28 RLRAE A B ST AR RE R D AT
B GUL RS

z_meanfllz_log_var
. B I
A ER ZE i 5 A

3 Gib iy alEuio]

l Elf%

P
I3 A BB
SRR
[ 8-13  VAE ¥—5KEGMLET M AN A it z_mean Al z_log_var, &E X T HHE
ZE[E A — RS T , FTRAE—TEAE RO X LA T A )

MAEAR A EESRDL, VAE B9 TAREMEI T,

(1) — it AR 4 AREA input_img F4 0 RoR eSS RIS 24L z_mean Hl
z_log_variance,

(2) A MBE AR IR 531 et A i A MR, I XA o0 A HBEDLR A — 8 22 2z =
z_mean + exp(z_log_variance) * epsilon, ﬁrh epsilon %EX{E?E/J\EQ%MJ
1S

(3) — MRS ARASTHORE AR 25 [A] 18 33 A s BB [l i i A FIA4: o

KA epsilon ZRENLAY, FrLAXAS AT LI#HMR, 5 input_img HAGEEEN & (BD

z-mean ) R S ERGERE ALY N Y input_img ZEIAYEME, MOma{d A 22 (b e g 14 4k



84 MEL AR A RBEKR 253

A T o VAR S 18] P AT T R AR I 0 i 0 2 e e Sy v AR B (RIS . ek LA R A 25 (1]
PR, R 3a v e 25 1] o i B O 1) R R s Bl vh — A B SR 2R Ak, X A0 A 25 ()
FATARE RAFRZEH, DRI 5 15 A i A 1) SR A T o

VAE )20l o 05 BRECR AT I 2. — 2 EMIISL (reconstruction loss ), ‘Eifl
fEARAD 5 REARICEC I R A s 5 — AR IEMEIRSk (regularization loss ), ‘B4 B T2 BA
RAFZ5 A e a2 0], I aT ARARZE N 2R L 815 . FRATDR PR M BE — T Keras SEELAY
VAE, HAEARIETFiR,

z_mean, z_log_variance = encoder (input_img) <— EHMIANGRBRIEHEISERNSH
7z = zZ_mean + exp(z_log_variance) * epsilon <— {FR/)\BENLE epsilon EHMEI—NMBES
reconstructed_img = decoder (z) <— 5§ z fH8H—KE&

model = Model (input_img, reconstructed_img) 1B E DS RSB, TIE—K
MAERRET A ERER
SRJE, R AT ARE FHE R AR SR N 22
TR T AR TR i & R 45, EH IR WU Dy i A 25 18] R R R A i S
ER—RRREBIZMYE, R AEIR < B PR 2_nean Fl z_log_var,

RFZ;E$ 8-23  VAE 4l agM&
import keras
from keras import layers
from keras import backend as K
from keras.models import Model
import numpy as np

img_shape = (28, 28, 1) BESS RV
batch_size = 16 —ANCHFE

latent_dim = 2
input_img = keras.Input (shape=img_shape)

x = layers.Conv2D(32, 3,
padding="'same', activation='relu') (input_img)
x = layers.Conv2D(64, 3,
padding="'same', activation='relu',
strides=(2, 2)) (x)
x = layers.Conv2D(64, 3,
padding="'same', activation='relu') (x)
x = layers.Conv2D(64, 3,
padding="'same', activation='relu') (x)
shape_before_flattening = K.int_shape (x)

ayers.Flatten () (x)

x =1
= layers.Dense (32, activation='relu') (x)

X

z_mean = layers.Dense(latent_dim) (x) LIDNELE S 28 2t
z_log_var = layers.Dense(latent_dim) (x) HXFNSH
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R RIICHDREH z_mean Fl z_log_var KA —MEESML 2z, z_mean Fl z_log_
var JEGHT ISR, AR AN AR AL input_img, XH, FRATE LM
(XU T Keras G2 ) 253 Lanbda )21, 7F Keras 11, AT %5 ERN 1% & —
ANE A IERAR A A N B Z I —8B 43, AT IR Z Ho 28 81— Lambda 2 (5 H & L2 ).

REDIEE 8-24  THAEAS [ RAEHY pRIEL

def sampling(args) :
z_mean, z_log_var = args
epsilon = K.random_normal (shape= (K.shape (z_mean) [0], latent_dim),
mean=0., stddev=1.)
return z_mean + K.exp(z_log_var) * epsilon

z = layers.Lambda (sampling) ([z_mean, z_log_var])

TIURHSES T RS AR A SE B, BA TR 2 09 )T BN RN, SRR AL SR
JERAF RN LR B GE, EREIGEIR input_ing HAMRRIR/N,

RADE A 8-25  VAE ML 4%, R IETE s ) Ui o 18145

decoder_input = layers.Input (K.int_shape(z)[1:]) <—— TEEE z@ABIXE

x = layers.Dense (np.prod(shape_before_flattening[1l:]), v — s
activation='relu') (decoder_input) FIMANEAT LRAE

x = layers.Reshape (shape_before_flattening[l:]) (x) . , o
%z HRAFER, EEHERSHSE
x = layers.Conv2DTranspose (32, 3, FERIR fF— Flatten EZ BIHI4F
padding="'same"', 1EEIHFZARFRIE

activation='relu',

strides=(2, 2)) (x) {§ F—/> conv2DTranspose Zf1—4
x = layers.Conv2D(1l, 3, conv2D £, %z BB ASEKBEMANE
padding="'same’, G ABHEER T H4FHERE

activation='sigmoid"') (x)
decoder = Model (decoder_input, x)
j HMBBEMBEHL, BH decoder_input
z_decoded = decoder (z) R N RID R R E G
E;/@EWJF_‘?HH: z, LUSEIRRRLEM =
AT AN R RAE R B IE X Loss (input, target), VAE BAEHBIRAFTGXFIE

Ko WL, BURMBETNEN: BE—HEZ, RSN ER add_loss JEITE
KB RIEZ R

REDEE 8-26 JHT 5 VAE fiik iy HE L=

class CustomVariationalLayer (keras.layers.Layer) :

def vae_loss(self, x, z_decoded):
x = K.flatten (x)
z_decoded = K.flatten(z_decoded)
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xent_loss = keras.metrics.binary_crossentropy (x, z_decoded)
kl_loss = -5e-4 * K.mean(

1 + z_log_var - K.square(z_mean) - K.exp(z_log_var), axis=-1)
return K.mean (xent_loss + kl_loss)

def call(self, inputs): 4—‘ BT —A call 535K
x = inputs[0] . oy
] IHMBEEXE

z_decoded = inputs[1

loss = self.vae_loss(x, z_decoded) AT ER XN,
self.add_loss(loss, inputs=inputs) BENMIEASERE
return x < - .
y = CustomVariationalLayer () ([input_img, z_decoded]) j SRR = 8 S P S
T 360 = HY 500 0 V)3 E
XB, LUSE|SLERMmE

wJa, R SLEE IR TR I 2R, ORIV & B € U2, FIr LRSI o2 EE =2 4h
I (R loss=None ), XEMREFENZad P AT ZL A B8R (ORI, FRATE
H it B REBAYEANT x_train, )

KREE 8-27 114 VAE

from keras.datasets import mnist

vae = Model (input_img, V)
vae.compile (optimizer="'rmsprop', loss=None)
vae.summary ()

(x_train, _), (x_test, y_test) = mnist.load_dataf()

x_train = x_train.astype('float32') / 255.
X_train = x_train.reshape(x_train.shape + (1,))
x_test = x_test.astype('float32') / 255.
x_test = x_test.reshape(x_test.shape + (1,))

vae.fit (x=x_train, y=None,
shuffle=True,
epochs=10,
batch_size=batch_size,
validation_data=(x_test, None))

— BYNZRAE T SRR (A2 /E MNIST EYIZR), FATHEAT LUE decoder 454
AR B S (1] o) B o PR

RADJE R 8-28 W\ AEPRAEZS ] FPoRAE 2 ml i A%, TR LA o 1515

import matplotlib.pyplot as plt

from scipy.stats import norm HRATEE R 15X 15 I FM1E
(3£ 255 MF)
n =15 <
digit_size = 28 %2/ SciPy #) pp£ M LM HIRHIL
figure = np.zeros((digit_size * n, digit_size * n)) KT, DU OB 2 (9 (E
7. M 7/ P

grid_x = norm.ppf (np.linspace(0.05, 0.95, n))

grid_y = norm.ppf (np.linspace(0.05, 0.95, n)) FBEZERRR D EEHIMH)
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for i, yi in enumerate(grid_x) Bz REE
— N\EEEE

z_sample = np.array ([[xi, vil])

i {4 x) , AR
for j, xi in enumerate (grid_y): NEERRHE

z_sample = np.tile(z_sample, batch_size).reshape(batch_size, 2)
x_decoded = decoder.predict (z_sample, batch_size=batch_size)
digit = x_decoded[0] .reshape(digit_size, digit_size)
figurel[i * digit_size: (i + 1) * digit_size,
j * digit_size: (j + 1) * digit_size] = digit

21 A Nl
plt.figure (figsize=(10, 10)) Aotk &5 — A9

plt.imshow(figure, cmap='Greys_r') TR 28 X 28X 1 %%
plt.show() 5} 28X 28

L= MR
AHFER

SRR IIRAR (ULE 8-14) 7R T AR P2 B I e e i A . BRI R IR IEﬂE’J
—ZRERAR LGS, AR MR — BB AR Jy 55— AT XA A R4S E T 8] BAT —

MR, N, A—ATJimEoR BN 47 AT CBEEN 17 4

T ERA SN G AR GE IR 7 — D EE TR, RIA R HME (GAN ),

Gaabbbbbbb0b0000

qaanebbbbbbésbsrs
qgaaasabbbbbbéeécs
94432220 L6606¢6¢c¢
9949°222248666¢¢
99939222224 66¢6¢
9943893333324 46464
994%%883335354855¢
9949%%¥883353555s5s5¢
799997888855 55s5s5s
777772888855 s5s5s
77777288888 FSFss
77777288880 rPrr
7777238808087 27r
7128800000777/
(&1 8-14  PIBAEZS ] A5 2 Rl %

8.4.4 INZ5

Q PR T AT MR AR, AR O P TR 23 R T2 ST RSB, XN IR AR =S

S (Al AEAS

AR T R EHR R G HE R o A TR 23 () vh B s B T RAE A, AT AT LA
AT IR WA MR o IXFOEAPIMEE T R 25 A%mids (VAE) FIAE T

2% ( GAN ),
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O VAE 33| 2 LSy . LM RoR, L, EFEireas [ bk 145 F M5 40
RCRARAS, LA | R e I ARG A5 . B IR RS TR A 1R AR
R, LAy B e S ) — RIS 2, DT LS 7 2R N — ik iR R 22
P2 ARk R AN R R BRSO

O GAN 7] DUAE i B s Mg, (EAS 3 (W 7E 25 R il B AR Z5H, A 1R
S

TG, R Lk R 2850 Dy i SR R AR 2O T VAE 11, {H GAN FE22 AR Sk

ewWmAT, 2O 20162017 A AT ZIXFE . F—T0S 4 GAN 19 TAEFEHLL S SE 8,

BTR wRARAR TR B AR, REBURE T KBS AAR B (CelebA ) FIEE
CRANTALT TROBBKEE, EHOLRT 20 FRLAEE, HHESABA
W EI AT, H 4R F 24T MNIST,

8.5 HEMIXTHMLE &It

AT (GAN, generative adversarial network ) i Goodfellow %5 A T 2014 4F #
VBT LU VAR St S G E2s 1] . B RERSIA A B 155 B RIS FE St EILP R
P03, DATTAR R > i LA 5 AR

XF GAN f—Fp B , MR — 2B s —R SR mfE, —HF i, thiss
AR H A XTS5 - ALk F O — L8 5 S R Bl iR — i P H RS — L 2R A
RTINS BRI AT SRV, IEm Db it Rk, SRR A AL B IR R A A R R
Bt R, &R A S TS, JHES SO . BEE N RIAHERS , thik
AR BOR AL HE MR RS, SRR A AR OB R . BJE, AT L
YA T — L0 IR i

e GAN [ TAERHL: — MG E M — DL KN, —FIGR HESE R T
et Ht, GAN B LTI PIER 4.

O £ eEM4E ( generator network ) : T LA—ABlEHL I = (W AEZS Bl A — D BEVLE ) 1E

A, IR — sk A R
Q FFZEMLE (discriminator network ) Xt F (adversary ) : Lh—iKER ( LSRG Y
Bra] ) MR, JFEINZ EEGOR K B I ZREEIA 2 B A A P25 A ek

YIZRA BLAS 25 1 B B UL RR U R0 I 28 M 2%, DI BEE V2R ET T, B REEE e
ok HGE B EIE, BVE RS B EUG I X ) N, D2 T A8 28 ok X o —
H (VLK 8-15 ), UL, 5 ZF AR AN WG N AR A B e R B T, A s ) e
W TIRGEMRE, —BHIIZAEE, A an st e Hodim A 25 18] rh AT 2 e oy — ke nl {5 A
(ULIE 8-16 ). 5 VAE ], iX/METEASRITCERIERA A Z L ZEH, i B e AL .

O & Tan Goodfellow %5 AT 2014 4F & A L “Generative adversarial networks” .
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e P A 1R
BifipIL 7] (IR R)

‘ s (RRdes) }—
H._»‘ ;éljglj%% ]_ “E:” “1Ei” .

FUCRR S
Phig R &

Pl 8-15 A pawt BEDLIG e 1) SR R, PRI P A BB SR S AR R R
PR AR VIR T G S
ERERRE, GAN XNRGESA B P HAEMINAI AR, Erifs/MEE A
FER . THEORUL, BT FRRITE SRR T Iy, EXFF GAN IS, & TFil—2»,
TR I L — U . BR— DS RS, HEME IR — M R/IME,
MR PIB i Z [P, ik, GAN BIIZR N E, AL GAN IEW 81T, & 2
RGN ZRZHOHA T R B A

IR B3

Kl 8-16 BfEZ MR “faR”. Mike Tyka FIHTE N EE4E EUIZRAYZ 9 GAN AL I 1114

8.5.1 GAN BIEESLIVARTE

A A 2 A 440 1 Keras o S5 BUE U #10 GAN. GAN I TR 4LBE I, 7 A A5
ANERAN GILBARGE T FRATHALA R — N REERERA ML (DCGAN, deep
convolutional GAN ), B[R i g I I # RS2 TR HE B BRI S 25 19 GANL el B 7ELE s
ffiH conv2DTranspose JZHATEIE I RAE,

AT FE CIFAR10 B 4 B % 11126 GAN, 3B 82 614 50 000 3K 32 x 32 9 RGB
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G, ik SE 8 T 10 D251 (R0 5000 5KIEME ). b TRk, FRATRMEHE T “frog” (&
o) AR
GAN RSB T 7R
(1) generator MZHILIRN (latent_dim, ) W EIERS (32, 32, 3) BEHR,
(2) discriminator MK (32, 32, 3) BYEUGBLRE]—A 354050, T3
fh G R FL TS
(3) gan PIZEE: generator WA discriminator PIZEIERE—L: gan(x) = discriminator
(generator (x)) o A=A B IRAEZS (8] () MRS M PR, I X 3 S 4 ) B S
3ol PIGXAS gan 28R SETE e (0] f SR 21D 48 O PPAL 2521
4) FAMEHAA B 7 B bR B ERFEA RN GRA 45, AN 255 1 15
OYRBAL—FE
(5) R T UNZRAE g, FRATEAH] gan BERY AL R AR T A2 AR A RS E . X FE R
TEtg— AR LR S A AR AR, A B 77 1] & L E A0 s BEAT A BERE A 1A ik i i) P 5
o “ET, aihu, FRATTII A R R R s

8.5.2 K=#I5

Y1k GAN AT GAN SEEL A AR5 IRIME . RO — 2 2NN 1 . SIRE2E 2] h
FIREB N —FE, XL GRESARTARRE, eN&R L2004 m, JREaREE L
B SCRF. XS IR R T — 2 R R A X B AY BB A0 S 3, R0 S IRIRAT, BRI
WABIRLY, (HAR—EE T A S .

IR S GAN A s A AR F 2 — e 1 . X IR S S GAN FHOEH)
TRETY, W ZH IR A T GAN Sk

Q FAVEH canh 15 REBG—Z00E , TIAH sigmoid, i 7E HA AL AR Al v
BEIE L.

Q WAMEHERSDH (RR ) SHEFEzs B rp i) s TR EE, AN 0 .

Q FEHLERERE IR m AR MM L IR GAN 1381 & — AN sl A F4, T LA GAN nf BE A& =0
7 TR ZRad B 5 | AREHLEAT BYF B 1k B R B o FA T3 1 w205 | AR -
—FpJEAE N E R dropout, 55— [ HI B4R BUBR S S TR H LI R

Q B BE B 2 Wil GAN Bl %k, FEIREE A2, Fgi vl w23 TR 2 g v, (07
GAN HJFAEMNIL . B MR nT e S ERER B . I biE R ReLU 06 . FRATTIHE
A2 D G U S KA T R A, I HERAEH LeakyReLU JZ R ReLU 3
. LeakyReLU Il ReLU ZMUL, (H'E FifFR/ N0 BCHIG(E, MM SE T Fisi 1 FR 1

Q e EG, ZH 2 WREERIRONRE , R P AR B R 28 2 [B) B R 50 7 35 S 30
(LI 8-17 )o N T FHRAXAN AN, A 2476 A g AR -R R A 1Y convaDTranpose
of, convaD W, I IR R/INEEREREHIE R /N B
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K817 i T AR/ VR R /NS BE I S B RO BEAR O R, R 25
BRI E R XE GAN i Z P —

8.5.3 HpkaEs

HoG, HAPRITE generator HAL, ERE— At OR AWEAEZS M, kil f b L
REE) Felfih—ik ik %R . GAN W WLAITEZ A2 —, WU R “RIE” B UMES 1 A
FUR Lo — Tl A7 i T S AE 25 A0 A s PR dropout.

RIGEE 8-29 GAN 4R A%
import keras
from keras import layers
import numpy as np

latent_dim = 32
height = 32
width = 32
channels = 3

generator_input = keras.Input (shape=(latent_dim,))

x = layers.Dense (128 * 16 * 16) (generator_input)

BaANERAKXNA16X16 8

x = layers.LeakyReLU () (x) - 4
128 NMBRIERE

x = layers.Reshape( (16, 16, 128)) (x) MEBIERHHEE

x = layers.Conv2D (256, 5, padding='same') (x)

x = layers.LeakyReLU () (x)

x = layers.Conv2DTranspose (256, 4, strides=2, padding='same') (x) kS 32X 32

x = layers.LeakyReLU () (x)

x = layers.Conv2D (256, 5, padding='same') (x)

x = layers.LeakyReLU () (x)

x = layers.Conv2D (256, 5, padding='same') (x)

x = layers.LeakyReLU () (x)

x = layers.Conv2D(channels, 7, activation='tanh', padding='same') (x)
generator = keras.models.Model (generator_input, x)
generator.summary ()

BEMBEESGIE, ERMRKA (latent_dim,) ER— KNG 32X 32 B9 B IBIESFIEE
RIS BI AR (32, 32, 3) WEIK (BD CIFAR10 E&AEIRZIK)
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8.5.4 F|5E

Rk, AR A discriminator fA, BN —ikMEERE ( ELASE M ) 7E
M, FHEHRIS BRI PIAENZ —, ARG 8k AUIGER BRI,

REDEE 8-30 GAN H| 925 %%

discriminator_input = layers.Input (shape=(height, width, channels))

x = layers.Conv2D(128, 3) (discriminator_input)

x = layers.LeakyReLU() (x)

x = layers.Conv2D (128, 4, strides=2) (x)

x = layers.LeakyReLU() (x)

x = layers.Conv2D(128, 4, strides=2) (x)

x = layers.LeakyReLU() (x)

x = layers.Conv2D (128, 4, strides=2) (x)

x = layers.LeakyReLU() (x)

x = layers.Flatten() (x) — dropout B: X2
J?ﬁi?ﬂ’ﬂ&l’ﬁ

x = layers.Dropout (0.4) (x)

x = layers.Dense(l, activation='sigmoid') (x) <— HEE BB ERSIL, T

BRR A (32, 32, 3)
TN s R b v |
NEREK (BB

discriminator = keras.models.Model (discriminator_input, x)
discriminator.summary ()

discriminator_optimizer = keras.optimizers.RMSprop ( N . s
14200005, BB
clipvalue=1.0, < (PR#VER EERSERED
decay=iesd) ) KTRENGSE, #

¥ 1%

discriminator.compile (optimizer=discriminator_optimizer,
loss='binary_crossentropy')

8.5.5 XML

e, FATEE GAN, KA s M SR e —ie . YIZRIT, X AMEERDRE LR A s 1h)
FEATTI R Zl) , T i B3 5] B RE ) o X IR P A 2 ] ) s e o — A R e 1Y)
CH B R, BEUIGRRRRSEERR CHSEEIRT . NI, YIZE gan ¥ TR generator RIKLE,
filif3 discriminator 7EMEMR G A ATRERIN Dy “H” . HiEE, A—rREZE, BRfE
YRl B T ZOAG N B BN RES (RUARATIIGR ), IXARTEUIZR gan BHEMAE A NS
ANSRAE A AR T LIS S R AT BB, IR AT TR AE N s il “ 17, {2
XFFATERA TR )

RAGE S 8-31 KP4
discriminator.trainable = False < e ES e N

gan_input = keras.Input (shape=(latent_dim,)) (AT gan 13D
gan_output = discriminator (generator (gan_input))
gan = keras.models.Model (gan_input, gan_output)




262 H8F ARXNKEFT

gan_optimizer = keras.optimizers.RMSprop (lr=0.0004, clipvalue=1.0, decay=1e-8)
gan.compile (optimizer=gan_optimizer, loss='binary_crossentropy')

8.5.6 #nfaJliZk DCGAN

MAEF I ZR . HUGRIE— T, IZIEARR KBORFE A T R, REEEERHA T AT #4E

(1) MIETEZS [ rR il R RLAY £ C BEAILI S ),

(2) FIHXABEHLEE S ] generator A AR,

(3) KAl EHR 5 B EBRIR S

(4) XSRS R YRR LA R AR (SR B, ARy R SRl
discriminator, W& 8-18 Fis,

(5) TEVEAEZS [A) T BEAILAEUR Y 5

(6) fif ik LEBEAL 1] 5 DA S e “ LSRR IIRRZE KNSR gan, XS HUBMAE AR IAGE
( A A AR, BN ERAE gan TR ), HOH B 7 1n) R A5 4R fE 0%
WA BUEEFON Sy < B EMR” o XA AR IR A i Um0 2%

ARSI — i

Pl 8-18  BBLIREHFN G - EAE—5rh , A PIIKIE GO GAN LEIKHY, — K IOk FIIZREE .
PREEDC TRk (458 RS ELE G T, BT d)

RAD;E8 8-32 LI GAN Ayl

import os -
P o . fI1 8 CIFAR10
from keras.preprocessing import image )
iz
(x_train, y_train), (_, _) = keras.datasets.cifarl0.load_data()

x_train = x_train[y_train.flatten() == 6] <— ZIFFEEIE (EKHHESH6)

x_train = x_train.reshape
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pllE!
S

(x_train.shape[0],) +

(height, width, channels)) .astype('float32') / 255. ESE
iterations = 10000 IEERTER
batch_size = 20 EETHEES
save_dir = 'your_dir'
start = 0
for step in range(iterations): eSS A th
random_latent_vectors = np.random.normal (size=(batch_size, SEAEREHL S
latent_dim)) 1%‘3(“;‘55%@6573
TRA=R g
generated_images = generator.predict (random_latent_vectors) ERERG
HXLEERERS

stop = start + batch_size
real_images = x_train[start: stop]

combined_images

labels = np.concatenate([np.ones((batch_size, 1

labels += 0.05 * np.random.random(labels.shape)

BEXEGRAE—E
= np.concatenate ([generated_images, real_images])

: BHIRE, XA
1)

)
np.zeros ( (batch_size, 1)

FERBEG

) 5 & H 37 i BE 1L
B sy B A
d_loss = discriminator.train_on_batch(combined_images, labels) B, X2 R
EEMRIT
random_latent_vectors = np.random.normal (size=(batch_size,
latent_dim)) EBETEF
SRR

misleading_targets = np.zeros((batch_size, 1))

EHIFE, 2H2
“ [ ” =
a_loss = gan.train_on_batch(random_latent_vectors, J‘E:L"Igan Eid) HIER” (X2
misleading_targets) Sl 22 TEROR
start += batch_size CLt B R &5 71
if start > len(x_train) - batch_size: EIEED)
start = 0

if step % 100 == 0: < 4§ 100 SREHLE

gan.save_weights('gan.h5') <— REFHEENE
print ('discriminator loss:', d_loss) e _ RE—K
print ('adversarial loss:', a_loss) FHEFRTENHiR EApAELES

img = image
img.save (os

img = image
img.save (os

.array_to_img (generated_images[0] * 255., scale=False)
.path.join(save_dir,
'generated_frog' + str(step) + '.png'))

.array_to_img(real_images[0] * 255., scale=False)

.path.join(save_dir, s
'real_frog' + str(step) + '.png')) RE—KELE
%, BFxitt

WIZRIRATRES B B, XHTHURIT ARSI, WA e W 1) T2, B G B2 S e

TR AR B T IR BL , AR AT A NS 2 2] 28 IR PR dropout LEAR
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8.5.7 INZ5

Q GAN i — A JAS 28 A — D F 5 a8 28 4. a8 9T 2R H 2 RERE IX 70 A AR )
i 5ok FNZRAE BRI R, A s AR F AR o (AR, AR
e MR B DL YIZRER R A TS, B BT RLE A 56 TR0 105 SRR A T4

Q GAN RXEVIZR, PUAIIZE GAN Je— P alidsid B, AR H A [ 5 10 % A9 1] A6 8 T e
WA HEIEHMYIZE GAN, i B ] — 205 A 1y, i ZRAR AT

0 GAN MTRE2AERCAER B EMER . [H5 VAE AR, GAN 242] (eSS [0 A #4557 1 %
Sy, PN R] REANTE T TR e Brn Y, e o P 7 2 AU 1 d A T PR i

KELLE

Q BRI 2T B BIEVERI T, TREE M2 A BERS X B WA B TARE, I8 RERE I 2RI
BN AERANZBIHNEDNT .,
SO0 2 B9 1 5 6N 527/ € SV A D STEA 7S S T Y9 IV 26 S R NG o7 R (T DV E S 8 Sy
AT AR AR A A A Ay 28 28 B b ) P 9 8
= DeepDream [ TAF S . 3 oty A 25 (6] H AR E L T 2 B U 22 R 2 (9 2 s e KA
o ITSEBRS IR, BIDRE N A RIS R S ek, T A A BREIRICR .
= 2GR ZE (GAN), AR A i (VAE), EATn T8
IR, LA ap (i VA s AVARE & o] HEA 7 PR G
Q XL AN K 7 i — Pk A RN, A 1VF 2 WE SRR ERR. UE
JRETREE 27 > X — s ) A ] LA — AR



BI9HE

[k
N
OH

~
C

AEGFEUTHE:

O &HBryE A

Q W2 1R B

O WS | PLasE) 5 AN TR AR
Q FEARSIRIE — 2524 > R TAERY B2 IR

ABNFCREEREA ., R —5F, BaB80F A RrZoMmE, Fnbd e
PREGPLES, H P 28 R AR R I R A BOME & 29 > TRJBE 2 ) BN T3 R — U AR
BEOEA P FURIRFR RS — ol . B BARAREIX — 51, JFRRMER A —20

HARRNMEBIEA PR EZAE, RIVIZSILRIIZEE 25l i —2d, Tk, &
TR AMEIRIR L 2 > —SE OB R SR R PE . A EAERRM AT TR, AU IZ IS E R T4,
ENZAE ERREMAT 40 e, RIS TR | Hlasy I FI TR G e R
KR ERFEIAIE . WERVRAEFIERATTE, W2 X — TRl B4 . AR iR)Ra T
— 3 BEIRAN SRS A ] 2 o, (IRt ) N TR BB R BT RS %

9.1 ESRNE[Em
AR ELER T 2 BIEENE, NIRRT EDE S — F It N g, I8 DL EEAT

9.1.1 ANIEREHNEMGE

e, R RN TR RE M SCIA], L AR Mg T 19 3], ATEEE (artificial
intelligence ) J&— N MM YEIZ YUK, 3 H nDREHE SO KA A2 A S e ey 237,
By, SO A, EREEAERTZ, BEAIRRIEANE, LN Bxcel HLT-3R4%,
WASFARE MR AINE, e ERABEE I BN A

#L2&F 3] (machine learning ) J& N T8 RERI—RFIR 400K, H F AR (AR WA I 2R Bt
K HBIT LAY [ RMREY (model ) Jo KR SN AR (X M FEMAESE S (leaming ), AR
HLER -~ C2AFAE TARKI A, (HEAE 20 HH22 90 4FUA THAR AT .
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REFZ] (deep learning ) BEHLAFFATRE L2 —, ERFREE— K PILTRE, —14
Fe— MU HITERE Lo XS g SN, MFERR (layer ), RS I H005E H AR L= 1Y
Wi, SCEEMAHUL, 2Z4URMIE . X R HIE (weight) KRS8, WERLEYIZRL
PP A ] SR BB ENIR (knowledge ) PRAFTEE IR, “ 2] Y R A S iX SeAY
PR E A

IR 7 ) RN I AR Z TTEZ —, (HE 5 HA I I FAAL TR S5 iy . TR EE S
A IEFRERNER ) AT

9.1.2 REZFIENFF TR

FERE R LAF YN R] L, TR 27 ST A TR ZA D XS LR SR FEIRIME ) R AT 55 A
TEREZEM, FERETEpLas BOM O, X — 2 EIR . A, 7 2 A P BB
fEE. e RBZIIZREEE (Rl i A RIEBIbRICRIUIZREE ), TR S~ BERS B
PRI A REMS LI AL 28R M5 B PRI, A7 I 2T Bk A e —— IR B2 ) C 2 iR
TR (solve perception ), HX ARSI H X BEN Bl SCRE ST A& IETRHY o

B2 UG T HIITARAT BEOR BRI, U—CZ N8R TH =K ATEREX (Al
summer ), XALRIZA N IEMB R — U, AT TR GESUR B s LA 2480, BEAK
ERGOFREAE . AT EEERT, FITELTRRATEERZR . X—ERETE
TERT ARG, IR ESRIa 2R AEA 4, R ATHERIEE, A —FHEfEn. &®
JE 27 ] B2 V2 RIBHE A AR T ERIYRDLAME, JF BB T ASKFRY RS RG] A
REBNEE . AZACFRIEGR IS RO BERI LR B, 555, XS ZAMANTREERERIEM T
BERIXTLE o ISR AT BRI ol (IR > Al R B R A 25 R WA R AR MDA 22 K 1525
T o NXAE X ERE, WEE ] SHBRMARZERL: &l R JLAF R ] S 1R, H
MAIERF, EATIIRIE— I B TA T2 A 1 ) R i

FRSDRIE 7 T RE AR L, RO BIEEARSR HAF B — P ORI, K A S0 5038 2
AIEMEELE, BB RRZEAT LR R~ e — % ar, HATIE RS A3
JEPGHE A, X AFaE TAESCRAA ) BRI Rt WIRIMSLYRE, AR, e
SUERAT S5 T AR o RIS 27 2] 5 B T RE N B4 I AT 40U B i AR B )

9.1.3 WAEBFREES]

KFWE2E, A AR EIEF TR, TEIE A RRIURL 2], 8B T kI 2
TR SE R, SR AE LR B R & L AR an b it A2 R . B SE SuE B, IR
SO RIS R SEOERY, I HAE RS 2R LB T RN SR, 1B AN 2 0 2% 525 1Y)
ik “EIAEZ, HERZmE. ©

RS, — VAR, BI—UI#0 2 JLAT 2= 18] ( geometric space ) 1A s (point ),

(D FEYNMAN R. Interview. The world from another point of view [Z]. Yorkshire Television, 1972.
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BB R (SO MR % ) MBPRmEW (vectorize ), RIKEHFL 46 4] b i A 1) 5 25
(] 1 A 1] 228 JR) o TR B2 27 2 85 R Y o — 2 O il ) e A S A — > T Py JL T AR 4, B AY
YR EESLRDE L T AR A L AR R, B AT DL — AR B L LA AR e, XA
52 778 W L A A5 TRt 381 E AR s (], Bk R —> . XA B 2 AU R 24Uk,
R AR BTAL Y FT R AT R AT R . XA L AR A — A SR BT, w2 B AR T
(differentiable ), XFEFRATA BRI LI BB N k7 HEH HW FoRAE, XRE Wi A 25
U ST U T HOELR, R — MR EZ 2R &

A5 2= 1) T LA AR B T A B E 09 R, AT DU = 4Enie T b —— R v LIRS
— D NIRE— DR, A4 O 4Rkl A i i A B P o XS A X 4Rk
MR BRI T — ZHAT I T R LA A8 e, 58 #E 0 JF- Sh AR 3R 90 st B A B AU B A )
SR DREE S BRI TR T = AR RE A e A LR

X TR B E 2 MRl Z A s B SR i, B o U s 6], ARG B A T M —
235 [A] Wi 31 g — S A B 52 4 LA A8 48 . (RS B0 FUR 4R RE R 8 RS [|), DA A2 3] n 4k
RSB B A R .

AR 2B T — MO A BYXCRBTEYZ BT XERE (I TEFHRIEZ
], —REMRIBERZIAGE), MRXLEXRTTUAESRBRET R, HIFHE, KemE L
flZS RS X, X SEa R — A, MHRMAERE, Az mRRES, A
WARZS Hy AU B H TR R A B 4548, Rl e 8. Mg mewik B T B0 2 A T 9
X — L, XA HIREZE ML (neural network ) AYJELIA, A1 GBI 78 408 S 2 WK
FBkLEE X (connectionism ), WA TE(E FHARE LG X — A FK, SifEh TUr s R, g —
MR ER PR AR, BT S MEMHRAa R, JLHEMARKILFEAEMCR, B
BB ZAFRNZ 2T BRRF S (layered representations learning ) S EZRkF/RF > (hierarchical
representations learning ), # 2R T LINREATMAEEY (deep differentiable model ) i $&= LA 38
# ( chained geometric transform ), PARRIEHAZ.OFE T 200 JLT 23 (B4

9.1.4 XBERVERNKR

H A IEAE I H AR S IR 4 TR s me & W . M, SHAb S A —FE, BREK
AR BRGER——EWRE, RIGRE K . X TFIRBE ki, AT IR T3
KHEH R,
Q Wit ERAET, EATEETE 20 FENZECN AR (W LT G), Ra
FE 2012 4F 2 J5 B 22 ORI B AR BE 2% > A5, xR QT Al s e e

Q K] AR, SO TS R 2 R B2 R R RN, B
TH 2 I (1) 40 5 B8 I e N AR A I L I I =4

Q Pt Hs I T i, AR ARMR, #E7J& NVIDIA A w419 GPU, NVIDIA
—IFUR A P RNE R GPU, J5 ok 2B 72 2 Sk BT H IR BE 2% 2 i B o NVIDIA (1)
CEO ¢ R PSR S TR 2= W T, Ju B wl AR e L1




268 %9% X%

Q B4R, (145 N ZEREAE R R 2L 168 J) . B %6 CUDA I . & TensorFlow
XRERENS A A SR BIHEZRAN Keras, Keras 1L AKZEAAR AT LUE FHEREE 5~ .

KK, WREEEIAUSY LR (AL A S5 HA %) E 50 TR ) /8, mH
SHCATAFF RN G TEFATI TR, BECSE50 Web HR . Fra ANH T S A A8 fe
T ——1E A0 S A G A AR T B — A Wl RS Sl i B R M R A P P A U B . 5
XA AR TG LA VO E — L T H, e DR S SIS S, A B AR
BT NER AT LI o Keras &R X5 13 H I EE — Kb

9.1.5 HHZEINBAIERE

TME WA AR KN TH, ARSI AT AT A 2 (B WL B LA H bR2s AR, 3xX
EH 4 ABHLES 2= 2] TAETURR AOME S R BT I U R s 8 2 i %) TAE (A A N 55
WAFE BT RN X PR 2 5 0 TAE ). FRAR n RESGT M 1T BE A% s AR B0 4 | 75 2ERp Lt
Ba VL R ey i i, X BRI A R ML A= ) R T4, i Keras £ TensorFlow 55
R T HIE IO R e S [n ), R — T, 55 4 A A R pLas = > TAERRE, T
TR AT T A P (e o 25— o
(1) 7 XA AR n] H] 7 VRAZEFINI AT 27 VRIS A5 2R T 2 Bs B N 8l
EF- DR INbr%s7

(2) B ] SV HAR R0 vk o X TRIBAE S5, TG R, (AR 2GR
LS GUSAH MR 48 b5 o

(3) WA T B B g e fE . IIZRAE | Sk AR AN AR 2 U2 SURY . B iE A ANt
SRIIBRZE AN 2 M s I R85 o 250, XEFRHP N, 56 uE s A A s )
s TRIER R I AE D 2R 2 ) -

@) BdmE e, Jrid R BRSO I AR, (R G Bl 2 4 T Ab B (e
PRIEALAE )o

(5) FFRHE— R, EEATMOE T 5 AR IRk, IR AMLES 2% 2] RS R AR 1)
ST A i i | s S 3 1] i

(6) 3 L VA S ECRES I WA B A SR R BE A, (SRR BRSO UESE (2R
sl Z4E ) ERytERERSIE T I, PRIGZSEIER AL LS (AN B LU AR R
SRR PBIRIZE R ), ARG A FFUR TN E WAL SRR AR R R

(7) WATBSEETENOEIE RIS, BESETRE S TEX SIEEmfi e, FRAT-EA
— IR, TSR T I A [R] )

9.1.6 KM

PRREZAE AT =R 252040 . BREREIEMLS . BFRMSEFEIAMLE . AR R 2848
BN T AR AL, AR (A4S B RISS  EPR LS ) Pl S X B S A AR,
RIHE R R P e BRI 2 18] . AP AAR BEA AR B RN, 3 58 A Ok T i 45 4 5 1o 4%
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R )RR 2 (B A D L
IR 8 B2 Aok, TREE 5 SEI T R 2 4%, AR A G AR SRR —FE
FERPRREE FORUL, TR 2R E B R SRR . FRA DR PGER — T AR 518 Y
FA) DX 28 B 22 [ AR 6 o K 2R
Q @EHHE: HELEEMZ (Dense 2 ),
O BUREIE. 4B,
Q FEHE CLIUER) . e (k) sz,
Q XAKIE: —HEREMYg (k) SEHamgs,
Q BFEIFFIEEE: TP (1t ) si—ZE BRI ML,
O HEMRBMNFFIEIR: 1AM sk —4E G2 Mm%, R AR R =L (1
WA P, HSCARARIE ), A E IR MLS .
O MSREHE : =4GR LE (ARART 2 shaOR ), B i i — 4l 22 2% (H
THRIEFEE) + JEA LS sk — BRI ML (TR B8 1)751 ),
O SIREIE. 4B pgg,
T TR [ T A DX 2 AR AR A

1. RN

AR E M JE Dense JZHER, B H T AR (1R ), SRR R R B A
FRIEHFE AR eSS . Z T AMIEREERE, 2N Dense 2 MR HLICERFIHAL T A HRITH
e, XFER ARG EE PN AREZ X R, E5 R EHERMHE, FHE AR
P

AT S 5w T 2 8dE (g ARRIE 2B RS2 ), Hanss 3 S ik -1 5 i
Bl BT RN 2o mH B B, Bilan, 55 5 EAANERMAmMYs, &
JE S — A Dense J2, 4 6 FEPEER LMLt 2 Ut .

WHiefE: XTI 2R (binary classification ), JZHEE WG —Z &M H sigmoid #G
HHEA—1HITH Dense 2, JH#H binary_crossentropy fEASIK . BHFRWIZSE 0 5L 1,

from keras import models
from keras import layers

model = models.Sequential ()

model .add (layers.Dense (32, activation='relu', input_shape=(num_input_features,)))
model.add (layers.Dense (32, activation='relu'))

model .add (layers.Dense (1, activation='sigmoid'))

model .compile (optimizer="'rmsprop', loss='binary_crossentropy"')

X T ERFRE L 72N (single-label categorical classification, HFMEA HAF -5, A~
25l —), EMENEG—EE—1 Dense |2, B softmax #i%, HEICMEEE T
MK an R HARJE one-hot 4l i), HF A categorical_crossentropy fEAHI%; 4N
REAWEEE, IB24[1iH sparse_categorical crossentropy YE NS,




S
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(8

model = models.Sequential ()

model.add(layers.Dense (32, activation='relu',6 input_shape=(num_input_features,)))
model.add (layers.Dense (32, activation='relu'))

model.add (layers.Dense (num_classes, activation='softmax'))

model.compile (optimizer='rmsprop', loss='categorical_crossentropy')

X FZRE L S 2N (multilabel categorical classification, fEMEEART] LI 2425 ),
EREE R RIG—ZE— Dense )2, EffiH sigmoid J#iE, HEICAEEETIRAE, IRl
H binary_crossentropy fEN#IK . HARNIZE k-hot Zwidi .

model = models.Sequential ()

model.add (layers.Dense (32, activation='relu', input_shape=(num_input_features,)))
model.add (layers.Dense (32, activation='relu'))

model.add (layers.Dense (num_classes, activation='sigmoid'))

model.compile (optimizer="rmsprop', loss='binary_crossentropy"')

Xt FIELL(E ) X [EYT (regression ) [A, EHEE MG —EE— N AIIIE Dense JZ,
IS TAREE TN A (E AN GaER DA —AME, LB ) A LR AT T Bl )
B W mean_squared_error (71222, MSE) Ml mean_absolute_error (F14
#iX %2, MAE ),

model = models.Sequential ()

model.add(layers.Dense (32, activation='relu',6 input_shape=(num_input_features,)))
model.add (layers.Dense (32, activation='relu'))

model .add (layers.Dense (num_values))

model.compile (optimizer='rmsprop', loss='mse')

2. EFHEMLE

GRUZREE A B 25 ] Jmif i, Hor k@i A gk R R 2 [ (B8R ) N HARTE
JUa AR, XA B RN A R AT M, XHSERUZa0 SR HEdE, HH et s
BEHAl AN F AT 4 ) 2s 8) A G —4E (P80 ), 4 (MG ). =4k (SriR%dE ) %5,
YRAT LU conviD JZRACERFH] (REAIESCAS, EXTI AT F RO H AN, B s a5
T H AN R R AR ), T convaD J2RAAEEEG, ] conv3D EARALFE AL

HIAHE WLE ol BT EE L U2 RS2 BMES Ak 20T IR R 728 8] 1 R AE,
X2MAE A B BEEFEBCR I, FRATTEZL LA E A RS R A BE R ke
HERZEEN “BE]” MAPERAZSRNVERE . BERZE ML KRG EH & — Flatten a8
si Rl , g aS RHEE o ) i, A5 U2 Dense 2, HTSE8 3 2al Il

HE, K (8FeH) HEEFURTTEEAA G SWRE A 7 E4EF (depthwise separable
convolution, SeparableConv2D )z ) AR, JF&H SHIH &R, HHEEHEN, RRBERTE,
X =4 AR —ZE 1 AR EER AN . SRR ST A — N 4, I A— s Bl
RN 43 B E . SeparableconvaD 2] HZ L convaD J2, HE]— /N BRI 45,
FEARSS LRI T LT,
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— N ILE IR IR IR s (ARBIRZ 7328,

model = models.Sequential ()
model .add (layers.SeparableConv2D (32, 3, activation='relu',
input_shape= (height, width, channels)))
model.add (layers.SeparableConv2D (64, 3, activation='relu'))
model .add (layers.MaxPooling2D(2))

model .add (layers.SeparableConv2D (64, 3, activation='relu'))
model.add (layers.SeparableConv2D (128, 3, activation='relu'))
model .add (layers.MaxPooling2D(2))

model.add (layers.SeparableConv2D (64, 3, activation='relu'))
model .add (layers.SeparableConv2D (128, 3, activation='relu'))
model .add (layers.GlobalAveragePooling2D() )

model.add (layers.Dense (32, activation='relu'))
model .add (layers.Dense (num_classes, activation='softmax'))

model .compile (optimizer="'rmsprop', loss='categorical_crossentropy"')

3. TRIAHEE P25

TRIFRZ N 4E (RNN, recurrent neural network ) F T/EJRBRE, X4 AP 4 45 R b #—>
mHalAE, IFH A BELRFE— RS (state, XAIREE F & — ) R el—4 i, BRRASIL
farzs [ R ) AR P A RO A B PR NS PE (LU Aneh e P s 8l feale idad 25 1
AL ML ), IS ARG GRS 2 LS, A S — AR 2 [ 45

Keras 114 = RNN J2: SimpleRNN. GRU fl LSTM, XTIk ZE0schr i, fRm %M
GRU 5{, LSTM, Wi LM BhsRK, THEAU . /RAT LR crU BEE—FIEE IR it
FAM N

I 2 RNN ZZ M ERTE—E, 5 —Z22ZiE—Z2 800 %R E%Jhﬂﬂ@%%f” ]
(RN A ()AL R — N R SR AE ) QSRR TR HER T 210 RNN 2, AR 20 % FaR [l
Ja— A, HPES T ENTFIINE R

TR RZE RNN JZ, HFmEFIIM —s2,

model = models.Sequential ()
model.add (layers.LSTM (32, input_shape=(num_timesteps, num_features)))
model .add (layers.Dense (num_classes, activation='sigmoid'))

model .compile (optimizer="'rmsprop', loss='binary_crossentropy"')

NIHEDE RNN ZH9MES, HI T Eealn — 2

model = models.Sequential ()

model .add (layers.LSTM (32, return_sequences=True,
input_shape= (num_timesteps, num_features)))

model .add (layers.LSTM (32, return_sequences=True))

model .add (layers.LSTM(32))

model .add (layers.Dense (num_classes, activation='sigmoid'))

model .compile (optimizer="'rmsprop', loss='binary_crossentropy')
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BZE 2017 4F 11 H, Keras 2947 20 A4 M, I HIAFEREI K . Keras #if7 KEHRE . 15
R AR SCHF IR H 4 B KA S RS
Q fii H Keras 19 %555 TR 2 Keras BIFEZESCRY (https:/keras.io ). Keras AL AL
F GitHub I,
Q KA LAYE Keras 1Y Slack #iiiE ( https:/kerasteam.slack.com ) [ 5->RH5 BN AR - 2518
O Keras 1% (https://blog.keras.io ) #2fit T Keras Z{HE A M HA SR 24 ) 0 3,
Q RATRIEAERE 1 OCHETR: @fehollet.

9.5 Z5RiE

AP AR T A BRESR 7T . ]| Keras, EZECTINMM
— AR SRR, FERRAE A TR RESUR, FATHEIX R AR IE 2 TE R, Bl
ARG ], ARSI, ARZEOESY, RN IRD . Rl EATE 2B T —E b, N TR BERR
ZRBA IRATIRBA B R, 2 B 2 BoA DIER 7 U R



R A
£ Ubuntu _E %% Keras
ySE=RV Tl

NI IREE 2 ) TARSG AR B 5 2, ARMESRSTEAAN BB TR, R s,
(1) 2% Python BB F( Numpy Hl SciPy ), i N Ze4E T HEmZ MU TR2 /7 ( BLAS )%,
XFERALARETE CPU _EREUETT,
(2) FIIMELAL A4, HDFS (T ORAF R B A 28 M 25 S ) T Graphviz (K
P22 L8 BRI TR )o ZE(HH Keras BsC PN 3R FELAR A A o
(3) %% CUDA IK5)#2)7 fll cuDNN, #fifft GPU Refgis IR B = A,
(4) Z3— Keras J5¥ij: TensorFlow, CNTK ¥ Theano.
(5) %% Keras.
XA AR AT A R A RURBT ., HSEME— MR E GPU S, HAMEBRADLA 4
AT LASE R, R LR RIT
FAMBRIRC L% T 258 Ubuntu, JFECE T NVIDIA GPU, FFHIRZHT, EFIMRE 4
LAY pip, JFERNMRIEAE S E RO

$ sudo apt-get update
$ sudo apt-get upgrade
S sudo apt-get install python-pip python-dev

Python 2 5 Python 3 ByxttE

ZAHE LT, Ubuntu ££-% K Python & 814 | Python 2 ( }b4= python-pip ), 4w R4R48
1% /A Python 3, ARZ %4k f python3 A &K% python, #l4e:

S sudo apt-get install python3-pip python3-dev

1£ 0 pip &K LB BT E, € HIAL K894 Python 2 49 6L, 48% % K Python 3 %9 61,
AR ZAE R pip3.

S sudo pip3 install tensorflow-gpu
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A1 L% Python RIFEH

SRR B Mac, FATTHEE/RE 13 Anaconda “Z2%% Python Bl2E#E, /R TT LIFE https:/www.
anaconda.com/download/ T #{ Anaconda, (¥, HHPIFANGEL & HDFS f1 Graphviz, 75 B Fal4&%k,
1E Ubuntu [ FE51%%E Python BB R A TRUN T iR

(1) %% BLAS JE (33X HLZHEM /& OpenBLAS ), B 1R 7T ITE CPU _Ligf TP sk iz 5.

$ sudo apt-get install build-essential cmake git unzip \
pkg-config libopenblas-dev liblapack-dev

(2) %%% Python BH#EfF: Numpy. SciPy Fll Matplotlib, JGitJ& M UK EE 2% 2], QA=
ffi ] Python #FATAE SIS BIMIMLER = T SRk TR, X — PR DT,
S sudo apt-get install python-numpy python-scipy python-matplotlib python-yaml
(3) %3 HDF5, XANERAIH NASA (SEEEZMAEAKIR ) TFhk, FlEson s
AP EAEE SR B RS . B AT ALK Keras AR PR S 80 PR A7 5 4

S sudo apt-get install libhdfb5-serial-dev python-h5py

(4) %% Graphviz Fil pydot-ng, XML AT LK Keras BAVAT AL, BATHHZEAT Keras I A
T, TR A] Ik i — 20, TERT S PR ik 24, A 2T .

S sudo apt-get install graphviz
$ sudo pip install pydot-ng

(5) BT 7~ (1 T2 A A A

S sudo apt-get install python-opencv

A2 &E GPU ¥

i GPU Ff A R4 X b 22y, (HIFRATHREUME LS FH GPU, A5 19 A7 4G 7= SRR vT LAAE
SEACARHINAY CPU _EistT, HYIMRA Il T AL LA/, e — A9 GPU |
HEE LA, IR —H LA NVIDIA GPU, WA DBkt ix—4, H4ERE A3 15,

HZLH] NVIDIA GPU R 2% 2], T EE[RIif %% CUDA il cuDNN,

QO CUDA. T GPU —HIKSNFEE, ©il GPU REWSs T TR 24 fis o kb i r it 5.

0O cuDNN, TR 2T 0 i BEOUAR i i i o {8 ] cuDNN Jf7E GPU FisAri, i a]

DLFEAEAI I 2Rk 4 5 50% £ 100%.

TensorFlow i T-4% & A< ) CUDA H1 cuDNN J&., SEAR N, T2 CUDA 8 Fi
cuDNN 6. 7 TensorFlow Mk, AU T Y BTHELER A o

TP IR LT A IR

(1) T4 CUDA. %I T Ubuntu ( D)} HAth Linux A< ), NVIDIA $24t 7 9k iy 24, af

PITE https://developer.nvidia.com/cuda-downloads T %%,

$ wget http://developer.download.nvidia.com/compute/cuda/repos/ubuntul604/
x86_64/cuda-repo-ubuntul604_9.0.176-1_amd64.deb
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(2) %% CUDA, S fi] B 2236 5 R X ] Ubuntu B9 apt Ao SRR AT I7E
FEFF BUBTINEHT apt FRFA LR R

S sudo dpkg -i cuda-repo-ubuntul604_9.0.176-1_amdé64.deb

S sudo apt-key adv --fetch-keys http://developer.download.nvidia.com/compute/
cuda/repos/ubuntul604/ x86_64/7fa2af80.pub

S sudo apt-get update

S sudo apt-get install cuda-8-0

(3) %% cuDNN,
O FEM— 9 21 NVIDIA JF & #0KkS CGRI&IE, BT cuDNN, X b
A9 ), #RSETE https://developer.NVIDIA.com/cudnn T #; cuDNN ( i%£#5 TensorFlow #f¢
Z%H) cuDNN JiiA ). 5 CUDA —#, NVIDIA 24 T FFASIF] Linux BA A3,
FATHEAE FE XS Ubuntu 16.04 AURAS . T1RL, ASRARAIRYSE EC2 L1, 42 T0ik
1 cuDNN FERY 42 T 8B i, ARTF 2R T BRI M AL, 2805 FRH
scp AL AL 2] EC2 SLfih,
4% cuDNN,
S sudo dpkg -1 dpkg -i libcudnné6*.deb
(4) %% TensorFlow.,
O TiL & L HE GPU, #n] LA pip M PyPl %% TensorFlow, %A SZHF GPU 1
TensorFlow HAF2UWIT .

S sudo pip install tensorflow

22234 Y F GPU 1 TensorFlow M2 1R .

S sudo pip install tensorflow-gpu

A.3 L% Theano (AJi%)

RE L% % T TensorFlow, FIf LI %2 %% Theano B 1] iz 4T Keras {0, {HH & Keras 15
WIS, 7F TensorFlow H1 Theano Z [8]E [RIV#45 I 21R A H -
Theano A LM PyPI %%,

$ sudo pip install theano

WSRARA GPU, R4 iZHCE Theano SKdi ] GPU, 1R AT LI T HX 24— Theano
P B S

nano ~/.theanorc

SR, BT ANECE S A
[global]

floatX = float32
device = gpul

[nvecce]
fastmath = True
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A4 &% Keras
AT LA PyPI “%%& Keras.

$ sudo pip install keras

o AT LI GitHub 2% Keras, X AMA03E, 50T LA/ ) keras/examples SCA4:3k, HLiH]
ST FIAR >

$ git clone https://github.com/fchollet/keras
S cd keras
S sudo python setup.py install

IAEARTT AR08 47— Keras A<,  FLUmiX 4> MNIST 7],

python examples/mnist_cnn.py

HE, BRBITX ARG RERE L. k., 7E6fIA Keras Af LUIE# 151
DI si iR (4% Ctrl-C ),

iﬁKmmim*aZF,%TUfJMMMmmNm&ﬂKmm%mﬁx#o%Tu%
XA, HEPEIZAT Keras B 5 %i: tensorflow, theano 8 cntk, VRAVHDE SCIF I &
AR

{

ZJe, fRA]

"image_data_format": "channels_last",
"epsilon": 1le-07,

"floatx": "float32",

"backend": "tensorflow"

iz 1T examples/mnist_cnn.py iX ™ Keras JIASES, AR 0T LLYE 55— shell % 1 7 Wi 2 GPU #)
ik

S watch -n 5 NVIDIA-smi -a --display=utilization

—PIERGE M, WREARY BT UG IR B I T T



£ EC2 GPU SILEELT
Jupyter Z£i0 A

AR SN R , BARUATAE AWS GPU S| IS 1 IR 2% > Jupyter ZEilAS, 17
WA ARk S S A WERARAY A ML AT GPU, IR AX R EAR R IS AR~
W58, A m B aERA (LA ERBiRAS ) 7T https://blog keras.io.

B.1 ft4a= Jupyter £iE K, ATAZEE AWS GPU LT Jupyter
EXRYN

Jupyter £ 12 & (Jupyter notebook ) & — 3K Web i H, 1EAR 0] DL 3¢ B XM 4 5 Fl i RE
Python fURY . XA 7 Al G 5 80E 50 . 8o L e S5 H TG A

VFZUREE 5 2 N AR R TR B AL A, FEAE AW 1Y CPU A% L1z 17 ] g s 2850/ INif
FERBORIIER], 7E GPU Lz 47 Al LATE ISR FnHE W i ok B2 £ = AR 2 4% ( WBIAR CPU #% 3| 54>
P GPU, 3l H 1T LA 5~10 £ ) (HARBYAR ML LT RERAT GPU, 7E AWS 3217 Jupyter
SEICA RS STEA ML st Tod 2 Aflm], /i i LAATE AWS I —A 324 GPU,
PR AR A AT 9%, AR AR FURAR R NREE 2], IR 24X Ry ik LISk B ) GPU T
R

B.2 RHARAIELE AWS EiER Jupyter I TREFE S

AWS GPU SE 5] () 2 FA W] BEAR Do AR 15 AR i FRATT 2 i3 foff I A0 2 491 4 4% S 0.90 55T / /)N
b o AR R AT AR AR A3, (SRR R R AR E AL LA/ B A7 5256, IR A st
TITAN X 5 GTX 1080 Ti #&#4K A AR EE 22 2T B AL,

M2, WRUREA A GPU, a5 A4 24 Keras MKl (45759102 GPU BREhART ), AB4xk
Al LLTE BC2 Fd 1 Jupyter, WURVRAZAH GPU, FRATHEFEEA AL BT, Sfpg
WA SRR A PSR

FE KRB —AHAN AWS K5, # & AWS EC2 A xHRAH T8, 123 RELEW,
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B.3 i&E AWS GPU 4

PUF 3 B R R 2E 5~10 43P i),
(1) FTHF EC2 il A ( https://console.aws.amazon.com/ec2/v2 ), 5 ili Launch Instance ( 4]
S ) B (UL B-1).

Launch Instance
4

Q Filter by tags and attributes or search by keyword

Actions v

€ B-1 EC2 #57hlHiAl

(2) ¥ AWS Marketplace ( AWS 1137, LK B-2), HAEERHET1IEZE “deep learning” (I
FE22>) ), In] B 54k 4 4 Deep Learning AMI Ubuntu Version [it) Amazon £ 4t k{4

(AMI, WKE B-3), ¥®HFE.

_ _Nonm Deep Learning AMI Ubuntu Version
iisramazon
U webservices *## %% (0)] 1.2 Previous versions | Sold by Amazon Web Services
QliickStare $0.0059 to $16.006/hr incl EC2 charges + other AWS usage fees
Free tier eligible ; " i " X
My AMIs Linux/Unix, Ubuntu 14.04 | 64-bit Amazon Machine Image (AMI) | Updated:
The Deep Learning AMI is a base Ubuntu image provided by Am
AWS Marketplace to provide a stable, secure, and ...
Community AMIs More info

¥l B-2 EC2 ) AWS Marketplace

# B-3 EC2 R3] AMI

(3) ¥EFE p2.xlarge S (VLK B-4 ), X FhSZFIZEAY 5o a4~ GPU, AR/ B4 FH 2%
47 0.90 276 (2017 4E 3 H A& s

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage

Step 2: Choose an Instance Type

GPU instances g2.8xlarge 32
a GPU compute p2.xlarge 4
GPU compute p2.8xlarge 32

€ B-4 p2.xlarge sS4

(4) RATLUIFE Configure Instance ( FCESEH ). Add Storage (ISMIAFEA#E ). Add Tags (AShntr
) XILEEIR R BN E , {H7E Configure Security Group (it B %44 ) X — 7%
FUE CRCE . B —A> FUE LR TCP RUNIR fe i 8888 i (LK B-5), XL AT LA
HAVHRSFETAZE 1P P51R] (LEAREEICAS UG TP ), QR F I AT T4y, WLl
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FEVFAEAT TP P5IA] (LA 0.0.0.0/0 ), IETER, SRR SLVFET 1P 15[n) 8888 Hi 1, R4
AEAa] AR AT LA R A SE 1) L AR 0 11 (Bt JE k32 1T TPython 2B ICARRINLE ). K
T B ICAR TSI RS LR, B Lk B A BE A BB, (G AT BE R A S 55 A 7
P10 MR ATREAYIE , RN 1% 7% TR PR R A VPR TP Ui nl o (H SRR A TP bk 23 AN K s 1k,
IS AKX FISE AP, WERARFT B ARV 1P VilR], R AiCE AN EAE LB AR AT
AT AU AR

Step 6: Configure Security Group

A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you want to set up a web server and allow
Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing one below. Learn more about Amazon EC2 security
groups.

Assign a security group: @Create a new security group

Select an existing security group

Security group name: Deep Learning AMI Ubuntu Version-1-2-AutogenByAWSMP-1
Description: This security group was generated by AWS Marketplace and is based on recomi
Type i Protocol i Port Range i Source |
SSH B Tcp 22 Custom 3] 0.0.0.0/0 Q
Custom TCP Rule 7 TCP 8888 Anywhere 4] 0.0.0.0/0, :/0 [x]

Add Rule

K B-5 MBCE— B 224

535.:‘%': E@]E%ﬁ‘]iﬁié’]ﬁ){'f’ %%é\l@M%ﬁ%@]ﬁ%ﬁ%ﬁ%%/iﬂﬂziﬁg&)ﬂ%;ﬁg/;;]o
4 FARZ AT MR L EC2, AF 23060 47 54050 T &

(5) REEFLFNLH], 5 2AE BC2 FEMl b L% e, sy Connect (FE4E ) #Hl, I
EAERIE (LI B-6 ). TEEE, A sheBiln] REZLAE L AP RIS H] o R —IT UG To i 4%,
T L

Connect To Your Instance X

| would like to connect with © A standalone SSH client
A Java SSH Client directly from my browser (Java required)
To access your instance:

1. Open an SSH client. (find out how to connect using PuTTY)

2. Locate your private key file (awsKeys.pem). The wizard automatically detects the key you used to
launch the instance.
3. Your key must not be publicly viewable for SSH to work. Use this command if needed:

chmod 400 awsKeys.pem
4. Connect to your instance using its Public DNS:
ec2-54-147-126-214. compute-1.amazonaws . com
Example:

ssh -i "awsKeys.pem" ubuntu@ec2-54-147-126-214.compute-1.amazonaws.com

K B-6 &R
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(6) i SSH %R B B2 )5, ARAT IS AR H 3 R A —4> ss1 A3, RJG cd
e OFARSRHLE AW, (HX AMEEEEE ).

S mkdir ssl
$ cd ssl

(7) f#iH OpenSSL AIEE—HA SSL UE45, FF7E 24T ss1 Hg FA#E cert . key Hll cert.pem
QLS

$ openssl reqg -x509 -nodes -days 365 -newkey rsa:1024 -keyout "cert.key" -out
"cert.pem" -batch

fC & Jupyter

i Jupyter Z A, TFEAEHBOARCE . B HENT .
(1) A R—ASH ) Jupyter Bo & SCPF (JRAEEARSEH] | ),

S jupyter notebook --generate-config

(2) (ATEE ) AT LA ZEICA A i Jupyter B0 . AR A 5249 B B 1T E SR VFAEAT] TP ilR) ( BT
PRAEBC B2 B e RE ), B DAS - i B A R BRI 6T Jupyter O U5TR] o Az i3 A% 14
i, FTIF—> IPython shell ( ipython 3% ), 21T FHILHS.

from IP ython.lib import passwd
passwd ()
exit

(3) passwd () A2 EORIREAIFHINEN . S5, EaBnBEmBeE. Ziflx
ABIME, RIS HEIE .. BOHERERGUEXHER,

shal:b592a9cf2ec6:099edb2£d3d0727e336185a0b0eab561laab33a43

TERL, X2 password FURIBIME, A% XA BRI #H o
(4) T vi (EREREHISCAR SRS ) S Jupyter FiC & 3C1F

S vi ~/.jupyter/jupyter_notebook_config.py

(5) BCE SR — Python U1, A NMAERBE R T o 4% T 41 Python U4 A I S04
H3ko
c = get_config() <—— 3%HY config X%
c.NotebookApp.certfile = u'/home/ubuntu/ssl/cert.pem' <+— HERIEPBRIEER
c.NotebookApp.keyfile = u'/home/ubuntu/ssl/cert.key' <— AIEBERVFAARIER
c
c

.IPKernelApp.pylab = 'inline' <— ¥/ Matplotlib FfA#z 45 &
.NotebookApp.ip = '*! <— ZEIEARRSF[EARL

c.NotebookApp.open_browser = False

c.NotebookApp.password =
'shal:b592a9cf2ect:b99edb2£d3d0727e336185a0b0eab561aa533a43 " }T Z Bl RS

HIME
ZNBERAT, FRAEIRARMTITANESEED
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FE O eRERIWA v, AorTielE, &1 AR FBEANRNE. ARG, ¥ Esc Hrér
N :wq, B-#: Enter, st VAIR S vi RS [ wag & write-quit ( BAFFE S )]

B.4 %I Keras

ARP AT ATF 46 4 Jupyter T, {HE SE7 220 8T Keras. AMI LT3 T Keras, {HA
FOFTUAS . FERFESL] Fis ATk a4

$ sudo pip install keras --upgrade

YRAT BE S Python 3 (A P2 LY 4 10 A I A # /& Python 3), Fr LA iZfdi ] pip3 B
B Keras.,

$ sudo pip3 install keras --upgrade

MRS 2 T —4 Keras BLE X (NOZEEA, HEREREATZE, AMI AlfE
KAL), AT LB —, NZMBRE . Keras $47£55 — WS sl i 587 G #— 5 o A9 e B
S

MR T IS Bak Pl— MR, SRR SCIFIEAIELE, B AZBS B RIAT,

$ rm -f ~/.keras/keras.json

B.5 ®EAMImOKRL
TEARMIT B (R R ) 1Y shell H, KA 443 S 1 (HTTPS i 1) 5 % 3 e e
SR 8888 i 11,
$ sudo ssh -1 awsKeys.pem -L local_port:local_machine:remote_port remote_machine
XPFME, XA U R .

S sudo ssh -1 awsKeys.pem -L 443:127.0.0.1:8888 ubuntu@ec2-54-147-126-214.
compute-1.amazonaws .com

B.6 FEAHNIEERFER Jupyter
TEEAESE ) b, A& SAFASEN Jupyter 2810 AR ) GitHub &) FafE T2k,

$ git clone https://github.com/fchollet/deep-learning-with-python-notebooks.git
S cd deep-learning-with-python-notebooks

iB17 R A4 G ol Jupyter 28104,  MAHMBSRAE LR SE 1) |

$ jupyter notebook

SRIG, TEARHIN VRS, FTIFREE K& B AR 2 0 A AR A ok ( https://127.0.0.1 ), —
EELEHHE TP HTTPS, 75043375 SSL 4% .
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URIEI% £ EVI A BT TR % A . HUDLA G5 S (AR SSL 54T 2
AT E (TRGAR, BMEPRAR A CERAY ). s Advanced, SATRAKE.

A Not Secure https://127.0.0.1 Yo

A

Your connection is not private

Attackers might be trying to steal your information from 127.0.0.1 (for example,
passwords, messages, or credit cards). NET::ERR_CERT_AUTHORITY_INVALID

D Automatically report details of possible security incidents to Google. Privacy policy
ADVANCED Back to safety
2 7 AR
B-7 i, n[LLZmG

RGN ZEPRIREIA Jupyter 205, SRIGVREEAT LLIFEA Jupyter 14 T ( ULIE B-8 ),

= Jupyter Logout
Files Running Clusters
Select items to perform actions on them. Upload New~ &
~ @
Notebook list empty.

% B-8  Jupyter {{FH

PE£E New > Notebook FFIREIHE— I A (ULE B-9 ), #RiA AT LATESE Python A, —
YlfrE !

Upload <

Text File
Folder I
: ing
Terminal

Notebooks

Python 2

Python 3

K B-9 AlE—PHEICA
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